Explaining the single factor bias of arbitrage pricing models in finite samples
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Abstract

This paper shows that in finite samples it is not possible to distinguish all the latent factors from the idiosyncratic noise and that this leads to a bias towards the identification of a single factor. It provides an approximation to this bias and the corresponding sampling distribution.
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1. Introduction

The Arbitrage Pricing Theory (APT) of Ross (1976) assumes the lack of arbitrage opportunities in capital markets and postulates a linear relationship between actual returns and a set of \( K \) common factors, with the implication that the expected returns will be linear functions of the common factor weights. This suggests the use of Factor Analysis (FA) developed by Spearman and Hotelling at the beginning of the last century as a potential tool for the extraction of the \( K \) common factors from a sample of returns.

Since factor analysis only identifies the factor loadings up to a non-trivial rotation, the task of extracting the \( K \) common factors and determining if they are priced by the market can be difficult. Determining the right rotation is a potentially very complicated task since the number of relevant options can be very large. In practice it is often preferred to fix the rotation on \( a \) priori grounds and this task is implicitly performed by the use of Principal Components Analysis (PCA) as a substitute for the more laborious Factor Analysis.

Asymptotic conditions for PCA to produce results which are close to FA are provided by Chamberlain and Rothschild (1983). They require for the first \( K \) eigenvalues of the covariance matrix of factor returns to grow without bound as the number of securities \( N \) in the portfolio increases, while the remaining \( N-K \) eigenvalues to remain bounded. This ensures that the returns are linearly related to the underlying \( K \) factors and even allows for weak forms of correlation between idiosyncratic shocks.

In practice one would consider the first \( K \) largest eigenvalues of the empirical covariance (or correlation) matrix of a panel of returns for a portfolio of \( N \) securities over \( T \) time periods, where both \( N \) and \( T \) are large. Since the number of underlying factors is unknown it is necessary to estimate a cut-off point which separates the \( K \) eigenvalues corresponding to the underlying factors from the remaining \( N-K \) eigenvalues due to the idiosyncratic noise component.

Over the years numerous studies (Trzcinka, 1986; Connor and Korajczyk, 1993; Geweke and Zhou, 1996; Jones, 2001; Merville and Xu, 2002) have documented the dominance of one factor, labeled as the market factor, which explains most of the sample variation. More limited and inconclusive results have been obtained for identifying other factors such as industry specific factors. This has usually been attributed to the lack of formal criteria for choosing the number of factors from an empirical distribution of eigenvalues of the sample covariance matrix. In practice it is common to choose the number \( K \) by visual inspection of the scree plot or by the use of ad-hoc cut-off points of the distribution of eigenvalues.

More recently random matrix theory was employed to describe the distribution of the idiosyncratic noise component, which has a bounded support. Therefore, it is possible to choose
the number of factors as the number of eigenvalues outside the
finite support of the eigenvalues due to noise, as formalized by
Onatski (2005). This approach is also found in the growing
econophysics literature where numerous empirical investiga-
tions of different asset markets have been performed using this
method (Plerou et al., 2002; Bouchard and Potters, 2003). These
studies also document the dominance of the market factor and
remain inconclusive on the identification of further factors.

Brown (1989) provides Monte-Carlo evidence of an econ-
yome with \( K \) factors, each of which is priced and contributes
equally to the returns. Moreover, the economy is by construc-
tion

\[
\text{Universe with } K \text{ factors, each of which is priced and contributes equally to the returns.}
\]

Thus, the demeaned asset returns are given by:

\[\text{assets which are observed for } T \text{ time periods. The asset re-} \]

Furthermore, assume that \( \varepsilon \) is an i.i.d. vector random

\[
\text{Let us now consider a version of the model introduced by}
\]

Brown (1989). Assume that the relevant portfolio consists of \( N \)
assets which are observed for \( T \) time periods. The asset re-
turns are generated by an exact linear factor technology with \( K \)
factors. Thus, the demeaned asset returns are given by:

\[
R_N = AF' + \varepsilon,
\]

where \( R_N \) is a matrix of dimensions \( N \times T \) of asset returns, \( F \) is
an \( T \times K \) matrix of factor scores, \( A \) is a \( N \times K \) matrix of factor
loadings and \( \varepsilon \) is a \( N \times T \) matrix of idiosyncratic noise components.
The covariance matrix of returns is given by the

\[
\Sigma_N = \sigma_F^2 A A' + \sigma_\varepsilon^2 I_N.
\]

We now impose additional assumptions of the \( N \times K \) matrix of factor loadings, \( A \). Let \( A = [A_1; A_2; \ldots; A_K] \), where each of the columns \( A_i \) of \( A \) is given by \( A_i = \beta_i + \sqrt{\sigma_\beta^2} \varepsilon_i \). Let \( \beta \) be a constant, \( i \) be the \( N \times 1 \) vector \((1, 1, 1, \ldots, 1)'\) and \( \varepsilon_i \) be an i.i.d. vector random variable

\[
\text{Let us now consider the sample covariance matrix derived}
\]

from a panel of returns of a portfolio of size \( N \) observed over \( T \)
time periods where both \( N \) and \( T \) are large and \( N/T \to c = 0(1) \).
Recent advances in random matrix theory have made it possible
to relate the distribution of sample eigenvalues to that of the pop-
ulation eigenvalues described above. Below we will use a set of
results for “spiked covariance matrices” as derived by Baik
results were derived independently by those authors based on very similar assumptions. The results of Baik and Silverstein (2005) were derived under slightly more general conditions.

For the purposes of this note we will assume that at least the first factor can be identified. This is guaranteed if the mean factor loading is high enough in relation to the idiosyncratic component. Our main focus is on the identification of the remaining \( K-1 \) factors.

Applying the random matrix theory results quoted above we can obtain the expected value of the sample eigenvalues for large \( N \), large \( T \), which are summarized in the following proposition.

**Proposition 1.** Let \( S_N \) be a sample covariance matrix for a set of observations with the population covariance \( \Sigma_N \) described above. Furthermore, let \( V_N \Sigma_N V_N^{-1} = \text{diag} \{ \hat{\lambda}_1, \hat{\lambda}_2, \ldots, \hat{\lambda}_N \} \), be its eigenvalue decomposition with \( \hat{\lambda}_1 \geq \hat{\lambda}_2 \geq \ldots \geq \hat{\lambda}_N \). Then if \( N/T = c = o(N^{-1/2}) \) we have the following almost sure limits:

\[
a) \quad \hat{\lambda}_1 \xrightarrow{a.s.} \left\{ N \sigma_F^2 \left( \sigma_F^2 + K \beta^2 \right) + \sigma_c^2 \right\} \left( 1 + \frac{1}{T} \frac{\sigma_c^2}{\sigma_F^2 + K \beta^2} \right),
\]

\[
b) \quad \hat{\lambda}_i \xrightarrow{a.s.} \left\{ N \sigma_F^2 \sigma_c^2 \right\} \left( 1 + \frac{1}{T} \frac{\sigma_c^2}{\sigma_c^2 + \sigma_F^2} \right), \quad \text{for} \quad i = 2 \ldots K \text{ and } N \geq \frac{1}{T} \left( \frac{\sigma_c^2}{\sigma_c^2 + \sigma_F^2} \right)^2,
\]

\[
c) \quad \hat{\lambda}_i \xrightarrow{a.s.} \sigma_c^2 \left( 1 + \sqrt{N/T} \right)^2, \quad \text{for} \quad i = 2 \ldots K \text{ and } N < \frac{1}{T} \left( \frac{\sigma_c^2}{\sigma_c^2 + \sigma_F^2} \right)^2,
\]

\[
d) \quad \hat{\lambda}_j \xrightarrow{a.s.} \sigma_c^2 \left( 1 + \sqrt{N/T} \right)^2, \quad \text{for} \quad j = K + 1 \ldots N.
\]

Notice that the sample eigenvalues are biased estimates of the corresponding population eigenvalues. Moreover, the bias is always positive and does not disappear as we add more securities to the portfolio. The bias only disappears as \( T \to \infty \), that is as we add more time periods to the sample. The quantity \( \sigma_c^2 \left( 1 + \sqrt{N/T} \right) \) corresponds to the upper support bound of the Marcenko–Pastur distribution, which characterizes the sample eigenvalues of the sample covariance matrix with mean zero and variance \( \sigma_c^2 \hat{\lambda}_i \). We shall label this as the Marcenko–Pastur bound.

To exemplify the results of Proposition 1 let us consider the calibration of Brown (1989) based on the NYSE. Thus, let \( \beta = 1 \), \( \sigma_F^2 = 0.01 \), \( \sigma_c^2 = 0.000158 \) and \( \sigma_c^2 = 0.0045 \). Furthermore, we let \( T = 80 \) and simulate the factor economy for portfolio sizes between \( N = 50 \) and \( N = 200 \). For each value of \( N \) we simulate the portfolio 300 times and compute the corresponding sample covariance matrix. This procedure is then used to extract the sample eigenvalues. The results for the first 10 eigenvalues are plotted in Fig. 1, where we report the mean eigenvalue over the simulations for each portfolio size. Furthermore, for the largest eigenvalue we compute the interquartile range of the distribution which is reported in the figure as the shaded area around the mean value of the first eigenvalue for each \( N \). We also report the Marcenko–Pastur bound introduced above which characterizes the largest eigenvalue compatible with a pure idiosyncratic noise model. Additionally, we plot the population eigenvalues for the calibration at each \( N \) and the corresponding almost sure limit derived in Proposition 1.

Notice that the sample eigenvalues are biased away from the population eigenvalues at each portfolio size and that the extent of the bias is correctly estimated by the limits derived in Proposition 1. The bias is substantial and the population eigenvalues correspond to the second 25th percentile of the distribution of sample eigenvalues. Additionally, notice that all the remaining \( N-1 \) eigenvalues are bounded from above by the Marcenko–Pastur bound. This implies that in this setting it is not possible to identify any of the \( K-1 \) factors even though they contribute equally to the asset returns. No test based on the sample eigenvalues will be able to distinguish the second through \( K \)-th eigenvalues from the remaining \( N-K \) eigenvalues due to the idiosyncratic noise component over the given range of portfolio sizes. Factor estimation based on PCA will only uncover a market factor corresponding to the first eigenvalue which will have high explanatory power, yet it will be a biased estimate of the true first factor.

Although the parameter values used in this simulation are similar to those used in many empirical application we can enquire further as to the minimum portfolio size \( N_{\text{min}} \).
required to correctly identify all factors of the economy for the given value of $T$. We obtain $\lim_{N \to \infty} \frac{\lambda_1}{\sigma_T^2} = 40,000$. This is an extremely large value (over 120 years of daily data) and shows the difficulties involved in identifying the non-diversifiable sources of risk in actual portfolio analysis using PCA. In particular, notice that we face the a trade-off between the need for large samples in order to identify all latent factors and model stability over extended periods of time.

Using the results in Onatski (2005) and Paul (2005) we can also give the distribution of the first eigenvalue under the large $N$, large $T$ asymptotic framework.

Proposition 2. If $e \sim ^d N(0, \sigma_e^2 I_N)$ and if $N/T - c = o(N^{-1/2})$ we have $\tilde{\lambda}_1 \sim ^d N(m, q)$, where

$$
m = \left\{N \sigma_F^2 \left(\sigma_F^2 + K \beta^2 \right) + \sigma_e^2\right\} \times \left\{1 + \frac{1}{T} \frac{\sigma_e^2}{\sigma_F^2} \left(\sigma_F^2 + K \beta^2 \right)\right\}
$$

$$
q = 2 \left\{N \sigma_F^2 \left(\sigma_F^2 + K \beta^2 \right) + \sigma_e^2\right\} \times \left\{1 - \frac{1}{NT} \frac{\sigma_e^2}{\sigma_F^2} \left(\sigma_F^2 + K \beta^2 \right)\right\}
$$

(2.10)

(2.11)

3. Conclusion

In this note we have explained the reasons for the bias of APT models estimated by PCA towards a single factor model. We have shown that unless the period of time over which the portfolio is observed is extremely large, it is not possible to identify all the factors of the economy. This is due to the finite sample bias of the estimated eigenvalues of the sample covariance matrix when the number of periods over which the portfolio is observed is of similar orders of magnitude to that of the number of securities in the portfolio. Using recent results in random matrix theory we have characterized the limiting behavior of the sample eigenvalues and the distribution of the largest eigenvalue.

This note challenges the use of PCA in its standard form as a tool for factor analysis in finite samples. The correct estimation of factors requires the use of bias corrections in finite samples. Moreover, it seems that the need arises to explore the finite sample properties of other factor estimation procedures other than PCA if we are to identify the full set of factors which determine the asset returns in a portfolio observed only for a finite period of time.
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