Neural cross-correlation and signal decorrelation: insights into coding of auditory space
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Abstract

The auditory systems of humans and many other species use the difference in the time of arrival of acoustic signals at the two ears to compute the lateral position of sound sources. This computation is assumed to initially occur in an assembly of neurons organized along a frequency-by-delay surface. Mathematically, the computations are equivalent to a two-dimensional cross-correlation of the input signals at the two ears, with the position of the peak activity along this surface designating the position of the source in space. In this study, partially correlated signals to the two ears are used to probe the mechanisms for encoding spatial cues in stationary or dynamic (moving) signals. It is demonstrated that a cross-correlation model of the auditory periphery coupled with statistical decision theory can predict the patterns of performance by human subjects for both stationary and motion stimuli as a function of stimulus decorrelation. Implications of these findings for the existence of a unique cortical motion system are discussed.
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1. Introduction

The aim of this report is to describe a neurocomputational model of auditory-space coding and to experimentally demonstrate how it can predict the ability of humans to detect moving and stationary signals. At the core of the model lies mathematical cross-correlation, an abstraction of the neural operations performed by structures in the auditory periphery on the input signals arriving from the two ears (Carr and Konishi, 1988, 1990; Yin and Chan, 1990; Konishi, 1992, 1993a, 2000). Experiments are described on stationary and moving sound sources. An important parameter of the experiments is the correlation between the signals presented to the left and right ears. Decorrelation results in a decline in the ability to process spatial cues. A cross-correlation model of the auditory periphery that attempts to correlate these partially decorrelated signals, coupled with a signal-detection theory analysis of the available information at the output of the cross-correlation model, provides insight into the joint mechanisms that underlie motion and stationary sound-source processing. We begin with a brief introduction to the literature on auditory motion detection, followed by a description of our experiments on decorrelated auditory events, and demonstrate that at an early stage of the auditory pathway, moving and stationary sounds may be processed in a similar way (contrary to the vision motion-processing system; Lu and Sperling, 1995; Clifford and Ibbotson, 2002; Vaina and Soloviev, 2003).

Auditory motion perception has been investigated for over a century (Dove, 1839; Mach, 1874; Thompson, 1877, 1878; Rayleigh, 1876, 1877; Peterson, 1916; Valentine, 1928). Psychophysical studies of motion have examined the effects of velocity (Altman and Viskov, 1977; Perrott and Musicant, 1977a; Waugh et al., 1979;
Grantham, 1986; Saberi and Hafter, 1997), acceleration (Perrott et al., 1993), bandwidth (Perrott and Tucker, 1988; Chandler and Grantham, 1992; Saberi, 1996; Strybel and Menges, 1998), trajectory (Saberi and Perrott, 1990; Saberi et al., 1991), multisource motion (Saberi et al., 2002a), as well as a number of other parameters (Perrott and Nelson, 1969; Perrott and Musicant, 1977b; Grantham, 1986; Strybel et al., 1989, 1998; Strybel and Neale, 1994). These studies have shown that motion detection declines at high velocities, and is better for azimuthal or oblique trajectories than for vertical. Studies that have isolated the role of dynamic interaural cues have revealed that at high velocities, motion detection is less salient when based on a dynamic interaural delay compared to a dynamic interaural level-difference cue. This finding has been referred to as “lag of lateralization” (Blauert, 1972) or “binaural sluggishness” (Grantham, 1984; Grantham and Wightman, 1978) and implies a lowpass filtering of the rate of changing interaural delay. Neurophysiological studies have identified brainstem and cortical neurons that respond preferentially to one direction of motion and are silent, non-responsive, or inhibitory in response to other directions (Spitzer and Semple, 1991; Moisiff and Haresign, 1992; Grantham, 1986; Stumpf et al., 1989, 1998; Strybel and Neale, 1994). Recent functional neuroimaging studies have examined human cortical activation in response to motion stimuli, with some studies implicating the parietal lobe and planum temporale as uniquely associated with auditory motion and other studies disputing this finding (Warren et al., 2002; Pavani et al., 2002; Smith et al., 2004).

One area of motion processing that has not been investigated concerns signals that are only partially correlated at the two ears. Natural signals are never perfectly interaurally correlated due to differential filtering effects of the pinna (Butler, 1975, 1977; Rayleigh, 1907; Shaw, 1965, 1974; Kuhn, 1987), presence of multiple external sound sources (Yost et al., 1996; Yost, 1997) as well as independent internal neural noise added to the signal prior to binaural convergence in the ascending auditory pathway (Robinson and Jeffress, 1963). Psychophysical research has shown that subjects can localize partially correlated stationary noise for correlation values as low as 0.3 (Jeffress et al., 1962). Consistent with this finding, neurophysiological research has shown that optic tectum and nucleus laminaris neurons have identifiable spatial receptive fields for correlations of 0.3–0.4 (Albeck and Konishi, 1995; Saberi et al., 1998). Interestingly, decorrelation does not significantly affect interaural level coding either neurophysiologically (Egnor, 2001) or behaviorally, even when interaural correlation is zero (Egnor, 2001; Hartmann and Constan, 2002). Here, we examine interaural delay sensitivity for the detection of motion as a function of velocity and interaural correlation (0.1–1.0) and compare these results to those for stationary stimuli obtained from the same observers. It is shown that a cross-correlation model of binaural interaction predicts changes in the mean and variance of the estimated cross-correlation peak as a function of decorrelation may underlie the observed patterns of performance for both dynamic (motion) and stationary conditions.

2. Stimulus generation and calibration.

All stimuli were generated digitally and presented via 16-bit digital-to-analog converters (Sound Blaster Live, −120 dB noise floor, Milpitas, CA). The sampling rate was 44.1 kHz, and the analog output was filtered through 20-kHz anti-aliasing filters. Stimulus generation and presentation was controlled via software running on a PC workstation. Stimulus levels were calibrated to 70 dB (A-weighting) using a 6 cc coupler, 0.5” microphone (Brüel and Kjær, Model 4189) and a modular precision sound analyser (Brüel and Kjær, Type 2260). The waveforms to the two ears had simultaneous onsets, but no rise-decay times to avoid introduction of a potential envelope interaural correlation cue (although this correlation would not carry information for resolving the task). The timing and levels between left and right channels were checked for accuracy using a dual-channel digital storage oscilloscope (Tektronix, Model TDS210). All calibrations were conducted in a double-walled steel acoustically isolated chamber (Industrial Acoustics Company).

Stimuli were Gaussian noise bursts filtered between 0.1 and 10 kHz. Generation of motion stimuli was a two-step process, with both steps occurring in “real-time” between trials. In the first step, a dichotic Gaussian noise waveform was produced with a dynamic linear change in interaural delay, and in the second step, the noise waveforms to the two channels were partially decorrelated (when required) by addition of independent Gaussian noises to each channel.

To generate a noise waveform with a dynamic linear shift in interaural delay (i.e. motion) we first generated a Gaussian noise sample in the frequency domain with amplitudes sampled from a Rayleigh distribution and phases from a uniform (0, 2π) distribution. The spacing between frequency components (Δω) of this waveform is dependent on duration (Δt = 1/T), and the discrete fourier transform (DFT) will only have measured energy at the harmonics of T (Rabiner and Gold, 1975). To generate the stimulus for the second channel, we selected a duration (T2) for the waveform to channel 2 that produces a DFT array with component spacing Δω2, such that each frequency component of channel 2 would be shifted relative to the corresponding component in channel 1 by a proportion required to produce a
binaural-beat waveform with a linear shift in interaural delay. This array is then filled with complex numbers (amplitudes and phases) from channel 1. For example, a 0.1 s stimulus will have DFT component spacing of 10 Hz at \{0, ..., 500, 510, ..., 1000, 1010, ... \} Hz. To produce a motion velocity of 2000 μs/s, channel 2 will require a frequency spacing of Δω2 = 10.02 Hz, a duration \( T_2 = 1/Δω2 = 99.800399 \text{ms} \), and thus, component frequencies of \{0, ..., 501, 511.02, ..., 1002, 1012.02, ... \} Hz.\(^1\) Inverse FFT of the stimuli at channels 1 and 2 provides the time waveforms for these channels. We have used this procedure to generate linear interaural-delay-based motion for a number of complex sounds, including noise waveforms, natural sounds, and speech sentences. The perceived image is of a smoothly moving intracranial image along the interaural axis (see Saberi, 2004 for details).

Even though the interaural delay of such waveforms is dynamic, we label this dichotic condition as having an interaural correlation of 1, consistent with binaural studies of stationary sounds (Jeffress et al., 1962; Saberi et al., 1998) and because such a stimulus is perceived as a punctuate auditory image (for a motion velocity of zero, the measured correlation is unity). To produce stimuli with an interaural correlation of \( r \) we added independent bursts of Gaussian noise (0.1–10 kHz) to each channel (Jeffress and Robinson, 1962):

\[
X_L = kX_1 + X_c, \\
X_R = kX_2 + X_c,
\]

(1)

where \( X_L \) and \( X_R \) are the left and right channel waveforms, respectively, \( k = \sqrt{(1/r) - 1} \) is a scalar for independent noise samples \( X_1 \) and \( X_2 \), and \( X_c \) is the noise common to both ears (generated in the previous step). By definition, when \( r = 0 \), two-independent noiseburst are used. In the current study, \( X_c \) was either interaurally delayed when the task was localization of stationary sounds, or it included a dynamic shift in interaural delay when the task was the detection of motion. The stimulus levels (\( X_L \) and \( X_R \)) were calibrated to 70 dB SPL.

3. Procedure

Three normal-hearing subjects participated in the experiments. Each subject practiced on the various experimental conditions for 2 h prior to data collection. Subjects listened through Sennheizer HD-400 headphones in a double-walled steel acoustically isolated chamber (IAC). There were 25 experimental conditions (5 velocities by 5 correlations) and each subject completed two runs of 100-trials per condition. The five velocity conditions were 0 (stationary), 250, 500, 2500, and 5000 μs/s. For each velocity, there were five interaural correlation conditions of 0.1, 0.3, 0.5, 0.7, and 1.0. The experiments were run in a block design with correlation and velocity held constant within a run. The order in which subjects ran the various conditions was completely randomized.

3.1. Stationary conditions

The stationary-stimulus conditions were run in a two-alternative forced-choice (2IFC) design. On each trial, a 500-ms dichotic noiseburst was presented with an interaural delay of 250 μs leading to one ear, followed by a 250-ms silent interstimulus interval, followed by a 500-ms dichotic noiseburst with an interaural delay of 250 μs leading to the opposite ear (i.e., a total interaural delay change of 500 μs). In addition, to reduce absolute position cues (which becomes important for motion conditions) a random offset interaural delay was incorporated into the design. The random offset allowed the interaural delays to be selected from a range from −500 to 500 μs, where the negative sign denotes a waveform leading to the left ear. Although the total change in interaural delay, from one interval to the next, was fixed at 500 μs (as described above) this change could occur within any region from −500 to 500 μs. For example, on a given trial the interaural delays in the two intervals could have been −400 and +100, or −200 and +300, etc. The ear to which the waveform led in the first interval was randomly selected on each trial with equal a priori probabilities. The subject’s task was to indicate which ear received the leading waveform in the first interval by determining if the order of the subjective lateral positions of the two images in the two intervals of the 2IFC was left-then-right or right-then-left. Feedback was provided immediately after each response.

3.2. Motion conditions

The motion conditions were run in a single-interval forced-choice design in which the subject had to indicate whether the sound moved or was stationary. On a given trial either a single stationary stimulus (constant interaural delay) or a single motion stimulus was presented with equal prior probabilities. For a motion trial, the direction of motion was randomly selected toward right or left along the interaural axis. The motion stimulus had a maximum change in interaural delay of 500 μs, and a velocity selected from the set 250, 500, 2500, and 5000 μs/s (held constant within a run). These velocities were chosen because previous studies have shown that they produce a wide range of motion-detection thresholds (Saberi et al., 2002a, 2003). The
“distance” traveled (500 µs) was equal to the change in interaural delay for the stationary condition described above (500 µs between the two intervals of the 2IFC design). As was the case for the stationary conditions a random offset interaural delay was used to reduce absolute position cues. The offset allowed the dynamic interaural delay to cover a 500-µs distance selected from the range of −500 to 500 µs. For example, the motion stimulus could have had a starting interaural delay of −300 µs and a terminating interaural delay of +200 µs, or a starting delay of +50 µs and an ending delay of −450 µs. If the trial was a “stationary” trial, a single stimulus was presented which had the same duration as that on a motion trial, and an interaural delay randomly selected from the range of −500 to 500 µs.

4. Detection of stationary and dynamic signals as a function of interaural decorrelation

Fig. 1 shows results from three subjects (symbols) and their mean performance (solid line). The data are from the same three subjects in all panels. The abscissa represents interaural correlation and the ordinate represents index of detectability $d'$ from statistical decision theory (Green and Swets, 1966). For the 2IFC stationary stimulus condition, $d$ was calculated from $d = \sqrt{2\Phi^{-1}(P(c))}$, where $P(c)$ is proportion correct responses and $\Phi^{-1}$ is the inverse of the normal cumulative distribution function (Macmillan and Creelman, 1991). A ceiling value of $d' = 3.29$ was imposed on performance by assuming a 2% inattention rate ($P(c) = 0.99$) to reduce estimation problems associated with the high variance of large $d'$ values given limited sample sizes on which the $d'$ estimate is based (Macmillan and Creelman, 1991; Saberi and Green, 1997; Watson and Pelli, 1983).

In the stationary condition (upper-left) all subjects easily detected interaural delays in waveforms with interaural correlations as low as 0.3. Near-perfect performance is observed for correlation values of 0.5 and higher. At a correlation of 0.3 all subjects performed above threshold ($d' = 1$). Even for a correlation value as low as 0.1, one subject performed above threshold while the other two subjects performed above chance ($d' = 0$). It is clear from these data that the binaural system is extremely robust in detecting the interaural delay of highly degraded acoustic stimuli.

The remaining panels of Fig. 1 show results from the four motion conditions with velocity indicated within each panel. For the motion conditions, $d'$ was calculated from hit and false-alarm rates associated with the 200 trials per velocity, correlation, and subject. A hit (H) was defined as a “motion” response when the stimulus had a dynamic interaural delay, and a false-alarm (FA) was defined as a “motion” response when the stimulus interaural delay was constant (stationary). Motion detection was then calculated from $d' = z(H) - z(FA)$ where the $z$-transform is the inverse of the normal distribution function (Macmillan and Creelman, 1991). As in the stationary stimulus condition, a ceiling value of $d' = 3.29$ was imposed on performance.

The patterns of performance for the 250 and 500 µs/s velocity conditions are similar to that for the stationary stimulus condition with near-perfect performance at correlations of 0.5 and higher (except for one subject at a correlation of 0.5 and velocity of 500 µs/s). At these two lower velocities, all subjects showed above threshold performance for an interaural correlation of 0.3, and below threshold, but above-chance detection at a correlation of 0.1. At the two higher velocities of 2500 and 5000 µs/s performance substantially deteriorates at all correlation values. A $5 \times 5$ repeated-measures analysis of variance on the data of Fig. 1 showed a statistically significant effect of interaural correlation ($F_{4,8} = 323.35, p < 0.001$) a significant effect of velocity which includes the stationary conditions as a velocity of 0 ($F_{4,8} = 53.70, p < 0.001$) and a significant interaction effect between these two factors ($F_{16,32} = 6.59, p < 0.001$).

Fig. 2 shows a 3D surface plot of the entire motion data set and a top-down view of the same data with interpolated shading. Color bands represent equal-detectability contours with higher $d'$ values in red and lower values in blue. Note a nearly linear tradeoff between interaural correlation and velocity, particularly for midrange $d'$s. A decrease in correlation must be accompanied by a proportional decrease in velocity to maintain a relatively constant $d'$. This is less obvious for high $d'$s (dark red) where an asymptotic performance is reached (3.29) or very low values (dark blue) where performance is likely limited by internal neural noise (i.e. a floor effect).

5. Cross-correlation of partially correlated signals

The current study examined how the detection of spatial cues is affected by decreasing the correlation between the waveforms to the right and left ears, as often occurs in natural acoustic signals. The low-velocity motion system was shown to be highly resilient to decorrelation, with above-threshold performance for interaural correlations as low as 0.3. Performance at low velocities was similar to, though slightly below, that for localization of stationary signal. These results are consistent with findings reported in earlier studies of lateralization of interaurally decorrelated stationary sounds (Jeffress et al., 1962). At high velocities, performance deteriorated much faster. We should qualify, however, that our description of low vs. high velocity is relative. A 500 µs/s velocity is roughly
equivalent to 80°/s along the azimuth in freefield, which is associated with a fast-moving source. High velocities (e.g. 2500 and 5000 μs/s) are not likely to be associated with an auditory source in freefield motion, but rather may be naturally achieved as a result of rapid head rotation in a stationary sound field, and thus a high-velocity motion system may be invoked primarily to maintain perceptual constancy.

The current findings are also consistent with a recent neuroimaging study of human cortical activation in response to interaurally decorrelated stationary stimuli (Budd et al., 2003). This study reported a monotonic relationship between local cortical activation levels and interaural correlation in the primary auditory cortex located bilaterally at the lateral extent of Heschl’s gyrus, a primarily low-frequency region of the auditory cortex.
Activation patterns for correlation values near unity were more distinct than those near zero.

As noted earlier, a decrease in interaural correlation affects neural (Saberi et al., 1998) as well as behavioral (Jeffress et al., 1962; Saberi et al., 1998) sensitivity to interaural delays, but not to interaural level differences (Egnor, 2001; Hartmann and Constan, 2002). These observations, in addition to the well-established finding that interaural delays are initially coded in the medial superior olivary complex (MSO) prior to convergence with interaural level information at higher nuclei (i.e. inferior colliculus), suggests that decorrelation has its affects on neural and behavioral performance-degrading effects primarily at the level of the MSO. Quantitative models (Sayers and Cherry, 1956; Lindemann, 1986; Saberi, 1995; Saberi et al., 2002b) of the MSO have previously been used to study a number of binaural phenomena. These models use mathematical cross-correlation analysis to simulate neural activation patterns resulting from coincidence-detection and delay-line networks in the MSO (Carr and Konishi, 1988, 1990; Yin and Chan, 1990). It is therefore natural to ask if the degradation of cross-correlation patterns may be predictive of psychophysical performance in localization of interaurally decorrelated sounds, and if one can infer, using such a model, the factors that contribute to motion detection as interaural correlation is varied.

Here, we employ a model of cross-correlation analysis that incorporates several stages of peripheral auditory processing, coupled with statistical decision theory to predict localization and motion-detection of interaurally decorrelated signals. The signals to the left and right channels are initially processed through a bank of 30 bandpass fourth-order GammaTone filters (Holdsworth et al., 1988) whose resonant frequencies are spaced logarithmically from 100 to 1200 Hz (the dominant spectral region for processing interaural delays; Raatgever, 1980). The output of each filter is then n-th-law half-wave rectified (Shear, 1987):

\[ z(t) = x(t)^n \quad \text{for } n > 0, \]
\[ 0 \quad \text{otherwise} \] (2)

to simulate peripheral nonlinearity and the resultant waveforms are processed through a running cross-correlation function

\[ \delta(t, \tau) = c(\tau) \int_{f_l}^{f_u} \int_{-r}^{r} q(f) x_L(f, t)x_R(f, t - \tau) \]
\[ \times w(t) \, dt \, df \] (3)

where \( x_L \) and \( x_R \) represent the left and right waveforms, respectively; \( f_l \) and \( f_u \) are the lower and upper frequency limits over which the cross-correlation patterns are integrated; \( \tau \) is the argument of the cross-correlation function (i.e. lag), and \( c(\tau) \) is a centrality weighting function (Shackleton et al., 1992; Saberi, 1996):

\[ c(\tau) = \frac{1}{2^{3/2} \sqrt{2\pi}} e^{-0.5(\tau/0.002)^2}. \] (4)

This function emphasizes cross-correlation lags near zero, consistent with psychophysical findings of a mild auditory foveation in spatial regions directly in front of listeners (Hafer and DeMaio, 1975; Saberi, 1991; Saberi and Petrosyan, 2004; Yost and Gourevitch, 1987). The function \( q(f) \) is a frequency-dependent weighting function (Stern et al., 1988; Zurek and Gourevitch, 1987). The function \( q(f) \) is of the form

\[ q(f) = 10^{-(a_1f + a_2f^2 + a_3f^3)/10}, \] (5)

where \( a_1 = (-9.383)(10^{-2}), a_2 = (1.126)(10^{-4}), \) and \( a_3 = (-3.992)(10^{-8}). \) This function is valid for frequencies below 1200 Hz, and has a peak near 600 Hz. The function

\[ w(t) = e^{-(T-t)/0.01} \] (6)

represents exponential sensory memory decay with a time constant of 10 ms, and heavily weights recent
Fig. 3. Output of a model of cross-correlation in response to partially interaurally correlated noise waveforms (see text). Each row represents model output in response to one value of interaural correlation, shown in the upper-left corner of left panels. Left panels display cross-correlation activity along a frequency-by-lag surface, with greater activity represented by lighter shades. The straight trajectory across frequencies represents the stimulus interaural delay (waveform group delay). Middle panels show model output integrated across frequency, and right panels show histograms of the lag corresponding to peak activity obtained from 5000 stimulus presentations in model simulations.


The output of this model in response to noise waveforms with varying degrees of interaural correlation, and an interaural delay of 250 μs are shown in the left panels of Fig. 3 prior to integration across frequency channels, and in the middle panels after frequency integration (right panels will be discussed shortly). Each row of panels corresponds to one value of interaural correlation, with the top row corresponding to a
correlation of 1.0 and the bottom row corresponding to correlation of 0.1. Left panels show cross-correlation activity as a function of lag (τ) and filter center frequency in hertz. The straight trajectory of peak activity across frequency occurs, as expected, at a lag of 250 μs, i.e. the waveform interaural delay, with curved secondary trajectories at other lags. As interaural correlation is reduced from unity to 0.5, peak trajectories become less stable, but still clearly defined. These trajectories become highly distorted when interaural correlation is 0.1.

The middle panels show cross-correlation patterns integrated across frequency channels, as occurs in neurons of higher nuclei of the auditory tract (Konishi, 1993b, 2003). A large peak occurs at the signal interaural delay of 250 μs for a correlation of 1.0, which becomes smaller at correlations of 0.5 and 0.3. At a correlation of 0.1, the pattern is highly variable (the bottom panels correspond to a single instance of signal presentation which was chosen to demonstrate the high variance in cross-correlation peaks at low interaural correlations). Consistent with these patterns, Fig. 4 shows typical receptive fields of an optic tectum neuron as a function of interaural correlation (from Saberi et al., 1998). The abscissa is interaural delay and the ordinate is the averaged firing rate in 100 ms. The tectum, which receives converging frequency information from lower nuclei, clearly shows patterns of neural responses to decorrelated signals in line with our psychophysical findings. Note that the neuron’s dominant receptive field is clearly identifiable for and interaural correlation as low as 0.4.

The right panels of Fig. 3 show histograms of cross-correlation peaks, τ(max|δi), based on 5000 estimates per interaural correlation, i.e. the lag at which the cross correlation peak occurs. Note that the estimate of the lag at which cross-correlation peak occurs becomes more variable with increasing interaural decorrelation. Furthermore, the histogram mode shifts slightly toward zero microseconds as interaural correlation decreases. The quantization is due to the waveform sampling frequency of 44.1 kHz (~23 μs). We should note here that for the purpose of visually showing how curved trajectories are arranged relative to the straight trajectory, the centrality weighting function (Eq. (4)) was not imposed on the model output for the left and middle panels of Fig. 3, but was included for estimating the variance and mean of peak estimates when generating the histograms of the right panels of Fig. 3.

6. Detection-theoretic predictions

We used the estimated mean and variance of cross-correlation peaks to make prediction of psychophysical performance. Top panel of Fig. 5 shows the estimated means (open circles) and standard deviations (asterisks) for the four interaural correlation values of 0.1, 0.3, 0.5, and 1.0 obtained from the cross-correlation model (right panels of Fig. 3). The solid and dashed curves marked μ and σ are fitted modified exponential functions to these estimates. We used these fitted estimates in a detection-theory model (Green and Swets, 1966; van Trees, 1968) to predict (middle panel of Fig. 5) an index of detectability from mean and variance of cross-correlation peaks and the standard deviation of internal neural noise σi2 estimated from lateralization thresholds of approximately 10 μs for broadband noise stimuli (Klumpp and Eady, 1956):

\[
d' = \sqrt{\frac{2E[\tau(\text{max}|\delta_i)]}{\sigma_i^2 + \sigma_i^2}},
\]

where \(d'_r\) is the detection index in a 2IFC task corresponding to an interaural correlation of \(r\), \(E[\tau(\text{max}|\delta_i)]\) is the expected value of the estimated interaural delay corresponding to the peak of the

Fig. 5. Top panel shows means (circles) and variances (asterisks) for estimating the lag corresponding to the cross-correlation peak from histograms of Fig. 3. The curves are modified exponential fits to these estimates. Middle panel shows model predictions from Eq. (7) as a function of velocity and interaural correlation. Velocity in μs/s is indicated next to each curve. Bottom panel shows subject performance as a function of velocity and interaural correlation. Data are averaged from 3 subjects (from Fig. 1).
cross-correlation function at an interaural correlation of \( r \) and is derived from simulations, \( \sigma_{r_{\text{max}}(\delta,\omega)} \) is the corresponding standard deviation, and \( \beta \) scales the peak interaural-delay excursion such that for motion stimuli, as suggested by psychophysical findings (Perrott and Musicant, 1977a; Grantham and Wightman, 1978; Saberi and Hafer, 1997), perceived spatial excursion is diminished (i.e. a lowpass filter). The functional form of \( \beta \) is an exponential decay that is a declining function of velocity (\( v \)), specifically, having the form:

\[
\beta = 0.03 + 0.42 e^{-v/830}
\]

which best fits the observed data. The variance, and thus slope, of this function is dependent on the velocity constant (850 \( \mu \text{s/s} \)) and is inversely related to the rate at which motion detection declines as a function of velocity. A smaller constant would result in a more significant effect of velocity on motion-detection thresholds. The constant 850 \( \mu \text{s/s} \) is also in line with a break point reported in a study by Saberi et al. (2003) on detection of rate of change in interaural delays for low-frequency pure tones (500 Hz) for a wide range of velocities (\( \sim 3 \text{–} 32000 \mu \text{s/s} \)). They showed that for a fixed “distance” of 400 \( \mu \text{s} \), \( d \) is nearly constant up to a velocity of 800 \( \mu \text{s/s} \), and then deteriorates with increasing velocity. Furthermore, an exponential form is suggested by the data of Perrott and Musicant (1977a, b) who measured perceived distance traveled by a moving sound source in the freefield. Subjects marked the perceived start and end points of a moving sound source as a function of velocity, from which perceived distance was estimated. Excluding short distances of less than 10\( \delta \), which produced highly variable estimates, their data shows a negative exponential decrease in perceived distance as velocity is increased from 90 to 600\( \delta/s \) (these values roughly correspond to 650–4300 \( \mu \text{s/s} \) which are in the general range of velocities tested in the current study).\(^2\)

Eq. (7) is derived from assumptions of detection theory (Green and Swets, 1966; Macmillan and Creelman, 1991; van Trees, 1968) that the observer calculates the distance in two equal-variance distributions in \( z \) units. This distance is the difference in the means of the distributions divided by the square-root of the sum of their variances, i.e. \( d' = (\mu - (-\mu))/\sqrt{\sigma^2 + \sigma'^2} = \sqrt{2} \mu/\sigma \) where \( \sigma \) is itself the sum of the variances of internal noise and the noise introduced by interaural decorrelation as shown in Eq. (7). In the 2IFC task, these two distributions correspond to two signal intervals, and in the motion case the distributions are based on the assumption that the observer compares the beginning and end-points of motion (Perrott and Marlborough, 1989), i.e. perceived peak excursion of the auditory image.

\(^2\)Note that when \( v = 0 \) the value of \( \beta \) is less than unity. This suggests that our estimate of internal noise \( \sigma_i \) derived from the literature for lateralization of stationary broadband noise may be lower than that for our subjects by a constant of proportionality. When we allowed \( \sigma_i \) to freely vary, we obtained a near-perfect fit for \( v = 0 \) with \( \beta \) excluded (i.e. set to unity) but at the cost of an additional free parameter which we opted against.
Model predictions are shown in the middle panel of Fig. 5. Empirically measured averaged \( \Delta S \)'s are shown in the bottom panel of Fig. 5 for comparison. Predicted \( \Delta S \)'s were forced to an asymptotic ceiling of 3.29 (2% inattention rate; see Results) and lowpass filtered to eliminate singularities where it reached asymptotic point at \( \Delta = 3.29 \) (i.e. a smoothing procedure). The model makes good quantitative predictions of the average performance. For low velocities, predicted \( \Delta S \)'s decline only very slightly as \( r \) is reduced from 1 to 0.5, and precipitously from \( r = 0.5 \) to 0.1, consistent with the data. For high velocities, the model predicts less than asymptotic performance at all correlations, and a monotonic decline in performance as correlation is reduced from unity. Excluding \( \Delta S \) values that are at or near asymptotic value, the proportion of variance accounted for by the fit between the 17 non-asymptotic near asymptotic value, the proportion of variance accounted for by the fit between the 17 non-asymptotic measured and predicted \( \Delta S \)'s is \( r^2 = 0.96 \). The outlier fit at \( v = 5000 \mu s/s \) and interaural correlation of 0.7 was not statistically significantly different than measured \( \Delta S \) given intersubject variability at that point, \( t(2) = 1.85 \), n.s.

Among the predicted features of the curves shown in Fig. 5 are: (1) near-perfect asymptotic performance for interaural correlations of 0.7 and 1.0 at low velocities, (2) lower than asymptotic performance at all correlations at high velocities, (3) at a given correlation, monotonic decline in \( \Delta S \) as a function of velocity, and (4) as expected, convergence of all curves as interaural correlation approaches zero.

7. Conclusion

Cross-correlation of neural events arriving from the two auditory channels occurs early in the ascending auditory pathway, at the level of the medial superior olivary complex in mammals. The findings described here suggest that one may explain motion thresholds using detection theory coupled with a simple cross-correlation model without invoking high-order cortical mechanisms. Use of decorrelated signals to examine localization and motion detection revealed parallels in how these two cues are processed. Motion stimuli produced progressively lower performance as a function of increasing velocity consistent with the idea of binaural sluggishness, i.e. a lowpass filtering of dynamic interaural information (Grantham and Wightman, 1978; Saberi and Hafter, 1997). These psychophysical results suggest that by incorporating a simple lowpass filter, motion detection as a function of velocity and interaural correlation may be explained with the same mechanisms that underlie the processing of stationary sounds. Human neuroimaging research, on the other hand, has been equivocal on whether there are unique centers dedicated to auditory motion. For example, some have identified the parietal lobe and planum temporale associated with motion. In our recent neuroimaging work, we contrasted cortical activity in response to motion versus stationary stimuli whose position was perturbed on each presentation (Smith et al., 2004). Fig. 6, which shows a sample set of these data, indicates that a unique cortical motion area could not be identified when stationary cues are controlled for. Our current psychophysical findings, as well as our results from neuroimaging, however, do not necessarily prove that higher-order motion networks do not exist. For example, a network that processes auditory motion may be superimposed on or interleaved with one that processes stationary sounds, and thus occupy nearly identical cortical loci and consequently remain unidentified when contrasting motion to randomly positioned stationary sounds. Furthermore, from a psychophysical standpoint, the predictability of motion thresholds from those of stationary conditions would not necessarily mean that once motion information reaches the cortex, it is not used by other systems, for example, in conjunction with somatosensory and proprioceptive mechanisms in maintaining stable spatial coordinates during head rotation (Perrott, 1989; Perrott et al., 1987, 1990; Lewald and Karnath, 2001).
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