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Abstract

An essential ingredient of language use is our ability to reason about
utterances as intentional actions. Linguistic representations are the natu-
ral substrate for such reasoning, and models from computational seman-
tics can often be seen as providing an infrastructure to carry out such
inferences from rich and accurate grammatical descriptions. Exploring
such inferences offers a productive pragmatic perspective on problems of
interpretation, and promises to leverage semantic representations in more
flexible and more general tools that compute with meaning.

1 Introduction

In the philosophy of language, theorists have often attributed much of the flexi-
bility with which we use language not to the complexity of our linguistic system,
but rather to our robust abilities to reason about other agents’ actions, choices
and motivations. This insight is originally due to Grice [19, 20], and so I will
refer to such reasoning as Gricean. The examples in (1) illustrate Gricean rea-
soning. Each has a natural interpretation that departs from the literal meaning
that we would expect our grammar to assign it.

(1) a. Can you pass the salt?

b. You may now go.

c. Chris is a tiger.
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(1a) is a yes-no question, but can function as a request. (1b) is a statement of
fact, but can function to give the permission it describes. (1c) locates an animal
in the natural order, but can function to characterize a human personality.
These apparently unexpected functions may actually follow from our abilities
to understand one another by reasoning cooperatively.

For example, Searle [37] explains utterances like (1a) by recognizing that
observers can, in clear cases, anticipate an agent’s planned future actions from
an agent’s present behavior. In particular, Searle suggests that (1a) functions as
a request because it so clearly triggers the mutual expectation that the speaker
plans a request eventually. Similarly, Lewis [30] explains utterances like (1b) by
observing that collaborative social agents can take up and accomplish the goals
that they recognize behind other agent’s plans, even when the plans they recog-
nize are themselves defective. Lewis suggests that what is permitted is defined
by mutual understanding, within the context of agents’ social relationships, and
from this background argues that (1b) functions to give permission because the
utterance so clearly communicates the goal of registering the speaker’s newly-
defined permission on the common ground. Finally, Grice [21] explains utter-
ances like (1c) by observing that agents can rely on mutual assumptions of
rationality to coordinate not just on literal interpretations of their utterances,
but also on salient reinterpretations. (At least with suitable models of interpre-
tation [32, 38].) In particular, with the word tiger in (1c), speaker and audience
can coordinate to evoke a concept of aggression that is saliently associated with
tigers’ behavior. The Gricean reasoning we see in cases such as these reminds
us that conventionalized literal meanings cannot always do justice to our inten-
tions. In using language, we are improvising in an open-ended world, and we
must act creatively if we are to meet our goals for communication, or balance
them against the other significant goals we have for our interactions, including
goals for self-presentation, affiliation and autonomy [8].

Utterances like (1) are not the sort that we typically aim to account for
in principled ways in computational systems—we find enough in much more
straightforward examples to occupy ourselves fully. Nevertheless, I believe that
reconciling formal models of agency with formal models of meaning, in the ways
utterances like (1) appear to require, is one of the most vital challenges for
the cognitive science of language in general, and for computational semantics
in particular. It’s not just because our systems will someday have to exhibit
the flexibility of language and action we see in (1), if we are correct that this
flexibility is part and parcel of successful communication in the real world.
More immediately, it’s because general models of agency provide substantive
high-level constraints we can draw on to flesh out semantic theories in more
detail and to implement such ideas in extensible and elegant architectures. Few
other frameworks provide such a clear guide to what to do next, and how to do
it. My goal in this paper is to justify this contention.

I begin in Section 2, by exploring the close relationship between dynamic
approaches to semantic interpretation [25, 40] and philosophical accounts of
interpretation as intention recognition such as those [19, 20, 37, 21, 30] intro-
duced in connection with (1). It seems a short and natural step to move from
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a description of meaning in terms of change, as in dynamic semantics, to the
description of meaning in terms of actions that cause change that the prag-
matic theories require. But to take that step, we need the confidence to scrap
those parts of the received wisdom that no longer fit our present motivations.
Taking the step opens up a number of possibilities for applying ideas from com-
putational semantics in new ways—I conclude by discussing two specific cases in
which we are required to infer a speaker’s assumptions about the context from
their utterances. In Section 3.1, I describe a computational model of the inter-
pretation of vague utterances. In Section 3.2, I describe a reversible model of
referring-expression generation. Both models combine dynamic semantic repre-
sentations with genuinely pragmatic processes of intention-recognition. Overall,
the presentation in this paper explores the semantic implications of work that
I have presented to rather different audiences in [41, 42], and sketches ongoing
investigations that I and my colleagues aim to present more fully in the future.

2 Intentionality and Dialogue

The basic perspective of Gricean pragmatics is to analyze utterances as actions.
This analysis frames knowledge of meaning in terms of the potential commu-
nicative effects of utterances, and locates a speaker’s meaning in the choice of a
particular utterance for an assortment of its effects. Adopting this perspective
in systems that apply sophisticated knowledge of linguistic semantics should
make computing meaning more robust and more useful. For example, on this
perspective, understanding is a problem of recognizing the speaker’s rationale
for using an utterance in context. Such a rationale will link the utterance to the
agreed context and purposes of the conversation, as understood by the speaker.
Accordingly, it will provide a broad gauge of what makes sense in context, which
the system can draw on in processes such as ambiguity resolution. Planning a
response, meanwhile, means acting cooperatively to meet the requirements and
objectives of the ongoing conversation. Models of cooperation provide flexi-
ble guides to action not just when a collaboration proceeds normally, but also
in cases of unexpected outcomes, misunderstandings and disagreements. Fi-
nally, in generation, this perspective calls for representing the rationale behind
a system’s own actions. This can help a system keep its utterances concise
by anticipating whether its utterances will be understood as intended, and can
provide the system with the wherewithal to follow its utterances up through
further interaction with the user.

This Gricean model represents a widespread view, particularly within the
American AI tradition. The work of Allen and colleagues [16, 1, 5] provides a
prominent example of the construction of conversational systems through gen-
eral models of agency; and there are many other examples (too many to survey
in this short space). In the past, systems in this tradition have tended to
abstract intentionality away from linguistic representations and processes. For
example, they have tended to encapsulate any Gricean reasoning in autonomous
modules which presuppose fully disambiguated logical forms as inputs or out-
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puts. This has left little opportunity to leverage computational semantics for
conversational agency (or conversely, to apply agency in computing meaning).
At present, however, this state of affairs is starting to change.

I see two reasons for this. First, computational semantics increasingly offers
ready abstractions with which to precisely characterize the intended effects of
an utterance. Take (2), after Donellan [15], which we imagine as the utterance
of a speaker A on some particular occasion.

(2) The man with the champagne is happy.

One aspect of the speaker’s meaning here is to use the definite description the
man with the champagne anaphorically, to evoke some discourse refer-
ent m from the context [31, 46, 25]. Another aspect of meaning is to contribute
the information that m is happy to the conversational record, an evolv-
ing abstract model of the agreed content of the conversation [45, 40].

Such abstractions are enough to explain why A would choose (2) and commit
to utter it. In this sense, they determine A’s intention. The content of this
intention can be spelled out as follows: A utters (2); in the context, some referent
m is the man with the champagne; thus, as a result of uttering (2) in the context,
it becomes part of the conversational record that m is happy. I’ll refer to this
content as i1. I understand i1 as a pragmatic interpretation, a privileged
symbolic structure through which we manage our efforts to understand, be
understood, and play our part in the conversation.

Such abstractions really are a close fit to the theory of intention, as inde-
pendently developed by Bratman [6], Pollack [34, 35] and others. In this theory,
any plan or intention is a complex mental representation summarizing an agent’s
reason to act. It lays out a course of related actions, identifies some key cir-
cumstances that now hold in the world, and shows why the agent might expect
the planned actions to lead to a desirable outcome in the current circumstances.
Thus, when we recognize someone’s intention, we know what they think they are
doing, why they are doing it, and how they must think it will work. In applying
this model to utterances, we require intentions that associate a concrete linguis-
tic structure such as (2) (the course of action) with inferences that show how,
in the current discourse context (the key circumstances), the meaning of that
structure brings specific information to the conversation (a desired outcome).
This is indeed how we characterized (2) with i1 above.

A second reason Gricean inference can increasingly interact with computa-
tional semantics is our general experience with complex symbolic representa-
tions that spell out links between an utterance and the context and goals of
language use. These representations include highly-structured objects such as
feature structures [17] and proof-terms [24, 33]. Our experience with such rep-
resentations paves the way to recast formalisms for interpretation in explicitly
pragmatic terms. Recall that plans and intentions don’t just describe changes
to the context, they explain how those changes come about. Plans and inten-
tions such as i1 must be represented as arguments, inferences that track the
causal connections at play in an utterance, and use those causal connections to
predict the effects those utterances might hypothetically achieve.
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Consider our example (2) and its pragmatic interpretation i1. (3) reports i1
as an axiomatic deduction in a modal logic of knowledge and time, using [cr]p
meaning that p follows from the conversational record and using [n]p meaning
that p holds after the current action takes place.

(3) a. [cr](man(m) ∧ with(m, d) ∧ champagne(d))
Assumption about context

b. [cr](man(M) ∧ with(M, D) ∧ champagne(D)) ⊃
A utters(2) ⊃
[n][cr]happy(M)

Dynamic semantics

c. A utters(2)
Hypothesized course of action

d. [n][cr]happy(m)
Desired effect, by modus ponens and instantiation from (3a–3c).

We could also record such inferences as terms in a suitable type theory, as in [33],
or even as the trace of a suitable logic-programming interpreter, as in [24]. One
advantage of the inferential form of (3) is thus that it supports the treatment
of local pragmatics from earlier inferential accounts. For example, the inference
from (3a) to the antecedent of (3b) leaves room for bridging in the resolution of
presuppositions. And the inference from the consequent of (3b) to (3d) leaves
room in the interpretation for certain kinds of relevance-guided implicature.

Pragmatic interpretations such as (3) are linguistic representations that sup-
port Gricean inference. They not only describe an utterance in linguistic terms
but map out a reason to use the utterance; they can figure not just in under-
standing but in general models of deliberation and cooperation. As we develop
such structures, we are no longer just applying theoretical ideas from AI, lin-
guistics, and philosophy. We are synthesizing them into something new.

For example, pragmatic interpretations mark a departure from the tradition
of formal specification of agents within the knowledge representation community.
This tradition originates in Levesque’s view of KR as a tool whose main use is
to characterize, validate and interact with agents [29], and is epitomized by
the intricate attitude-definitions for cooperative agents that occupy Cohen and
Levesque [10, 11, 12], and even to some extent the related work of Pollack and
Grosz and colleagues [34, 23, 22]. Of course, the attitudes of agents in using
utterances should conform to normative specifications of cooperation, but for
us that is secondary. Fundamentally, pragmatic interpretations formalize the
content of intentions as data structures for agent implementations.

Pragmatic interpretations also steer clear of traditional oppositions from lin-
guistics, such as that between unstructured representationalist views of inter-
pretation, as in DRT, and the more information-theoretic approach of dynamic
semantics. Consider the treatment of presupposition in particular. Presuppo-
sition figures in (3) in the content of axiom (3b), which describes the context
change potential of the utterance. According to (3b), the contribution of the
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utterance is contingent on finding a man M and a drink of champagne D as
part of the conversational record. The inference from (3a) derives the specific
instance m for M and d for D. This link between the utterance and its context
is part of the interpretation and has to be recognized to recover the speaker’s
intention. This is very much an anaphoric and representationalist treatment of
presupposition, in the spirit of [46, 26].

However, there is not, and cannot be, in structures such as (3) the kind of
surgical process of accommodation that van der Sandt has proposed. Presuppo-
sitions don’t disappear from pragmatic interpretations once they are resolved;
on the contrary, the resolution is itself recorded as part of the inference. More-
over, in any proof, you can use a rule only by deriving its antecedent from
the available assumptions—a proof records the logical consequences of assump-
tions about the world. An interpretation in particular must spell out sufficient
assumptions about the context to derive the presuppositions required by any
causal axioms, such as (3b), that figure in it. This is in keeping with Beaver’s
observation that the interpretation of presupposition always involves a “top-
level” assumption about the conversation [4]. Indeed, this argument shows that
a representationalist view of presupposition may rule out local accommodation
for principled reasons, just like Stalnaker’s information-based view of pragmatic
presupposition does [39].

Pragmatic interpretations even mark a departure from Grice’s characteriza-
tion of communication! Grice was particularly concerned with the process of
communication, and observed that understanding a meaningful utterance such
as (2) depends on recognizing the intention behind it. So with (2) for exam-
ple, a hearer B will recognize i1. From this, B knows the speaker intends the
conversation to evolve in a certain way. In accepting and grounding A’s contri-
bution [9, 7], B cooperatively sees to it that these effects are taken up. In the
normal case, A anticipates and indeed intends this uptake. In other words,
the speaker A asserts (2) with the intention that B will recognize i1, adopt
it spontaneously and cooperatively, and make it clear that B is doing so. Let’s
call this intention i2. It represents an expectation about conversational
dynamics, an uncertain conclusion about the unfolding of a collaborative ex-
change within a group of language users, which allows a speaker to select a good
utterance in context.

Both the linguistic reasoning encapsulated in pragmatic interpretations, such
as i1, and the psychological reasoning encapsulated in expectations about con-
versational dynamics, such as i2, are essential to the process of meaningful
communication that is characteristic of language use. Grice crystallizes this in
his famous analysis of non-natural meaning. Recasting this analysis in present
terms, we might offer (4).

(4) To mean p is to deliberately attempt to use conversational dynamics
to contribute p to the conversational record, by manifesting a pragmatic
interpretation which represents an utterance as contributing p to the
conversational record.

This doesn’t look much like Grice’s definition. For Grice, a communicative inten-
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tion spells out its own causal role in directing the hearer’s cognitive processes;
Grice assumed that i1 = i2 and understood this intention as self-referential.
These complex speaker meanings must inherently conflate linguistic conven-
tions with psychological generalizations. If that’s right, research on interpre-
tation that sidesteps psychology, as undertaken by computational semanticists
for example, can only be regarded as short-circuiting Gricean reasoning, not
interfacing with it; see Asher and Lascarides [2]. Grice’s suggestion has a geeky
appeal, but it is not inevitable. Grice’s position in fact was formulated with
the anticipation that it would help philosophers reduce speakers’ grammati-
cal knowledge of linguistic meaning to speaker’s general knowledge of human
psychology—a tendentious outgrowth of other aspects of Grice’s philosophy of
language. Thomason [45] argues that the key to the Gricean account is just
that the speaker’s overriding intention plays out through a suitable process of
intention-recognition. Thomason introduces an account of meaning which allows
for a distinction between the overriding intention, such as i2, and a recognized
intention, such as i1.

The dual status of utterances as intentional actions allows us to acknowledge
the richness of the processes that unfold in real conversation and to articulate a
principled role in these processes for pragmatic interpretations (and the semantic
representations they contain). The characterization of these processes is now
central to formal mdoels of dialogue; for example, Ginzburg and Cooper [17,
13] keep track of the contextual links of an utterance as well as its intended
contribution, and define dialogue transitions that update the conversation in
different ways by drawing flexibly on these representations. In dialogue, hearers
sometimes take up the new presuppositions they find a speaker making. But
other times they reject them, or ask about them—or simply delight with the
speaker in their absurdity. These four scenarios, for example, can all start from
B’s successful recognition of the same representation (3) as manifested by A in
uttering (2).
—It really is mutual knowledge that m is the man with the champagne. B
knows that A is sincere and cooperative and so intends the conversation to
evolve as mapped out in (3). In accepting A’s contribution, and in grounding
it, B cooperatively sees to it that the effects envisaged in (3) are taken up, and
thus that the conversational record does come to provide that m is happy.
—B does not not already know what kind of drink m has. But from recogniz-
ing (3), B knows that A presumes m has champagne. Judging A sincere and
cooperative, B takes up the assumption that m has champagne, and goes on to
accept A’s contribution. A and B proceed with a conversational record where
m has champagne and m is happy.
—B knows that m does not have champagne; m has water. From recognizing
(3), however, B knows A presumes otherwise. Judging A sincere and coopera-
tive, B concludes that A is in error, and follows up with a correction: it’s not
a champagne, it’s water. From this point, the interlocutors still have to reach
agreement on what drink m has, and what m’s emotional state is.
—B looks to m, sees a sour face, and laughs. That is, since m is obviously
not happy, A could not have been sincere in offering this interpretation. (3)
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represents a pretense, and may not contribute explicit information to the con-
versational record. But perhaps it has its other conversational effects. It might,
for example, cement A and B’s relationship, by reinforcing some implicit un-
derstanding they have (e.g., the party is too far gone to be saved).

3 Working with Pragmatic Interpretation

I think pragmatic interpretations embody an appealing theory of language use
with close ties to our existing practice. But what I like most about them is
their ability to inject syntactic and semantic knowledge into pragmatic processes
based on Gricean reasoning. In this section I’ll sketch two examples of this, both
of which focus on reconstructing a speaker’s assumptions in using an utterance.

3.1 Interpreting Vagueness

Utterances using vague words can achieve specific effects in context. Imagine
describing an arrangement of three two-cm squares (call them s1, s2 and s3)
and one four-cm square (call it s4) as in (5).

(5) The large square is nice.

With this utterance, the speaker can be understood to refer to s4. In this sec-
tion, I’ll sketch how the intention behind (5) might be recognized in its context,
even if we assume that vague adjectives presuppose a standard of comparison,
and the context here does not inherently supply one. What’s more, even though
(5) is associated with a flawed communicative intention in this context, simply
by being recognized, (5) can achieve all the effects we would normally asso-
ciate with it; and it can, in addition, update the context to include a standard
of comparison for large squares—by accommodation. This explanation shows
how we can capture the pragmatic perspective on vagueness common to many
recent proposals [18, 28, 3] within general computational models of utterance
understanding.

I begin by specifying the presupposition of (5), as given in (6).

(6) square(X) ∧ size(X, S) ∧ large-std(〈D,∞〉) ∧ in(S, 〈D,∞〉)
In words, X is a square, the size of X is S, the interval 〈D,∞〉 (lower bounded
by some scalar value D and without an upper bound) provides the standard for
large size in the context, and S lies within this interval.

The presupposition arises as part of a communicative intention such as that
represented in (7).

(7) a. [cr](square(s4) ∧ size(s4, 4cm) ∧ large-std(〈d,∞〉) ∧ 2cm < d < 4cm)
Assumption about context

b. [cr](square(X) ∧ size(X, S) ∧ large-std(〈D,∞〉) ∧ in(S, 〈D,∞〉)
A utters(5) ⊃
[n][cr]nice(X)

Dynamic semantics
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c. A utters(5)
Hypothesized course of action

d. [n][cr]nice(s4)
Desired effect, by logic from (7a–7c).

In particular, the presupposition originates in the antecedent of the dynamic
semantic clause (7b). As before, the intention derives a specific instance of this
presupposition by inference from a hypothesis (7a) about the conversational
record. But now in this case, the standard is represented as an arbitrary or
underspecified term d that must lie somewhere between the size of squares s1,
s2 and s3 and the size of square s4. The vagueness of the interpretation consists
in the underspecification; the speaker is not committed to a specific value for d
and the hearer’s cannot identify one.

Let’s consider the hearer’s inference in recognizing the plan in (7). The
hearer is tracking the speaker’s deliberation, and knows:

(8) a. The speaker is acting as though a certain context obtains. This pretend
context is different from the actual context only in certain potentially
predictable ways; in particular, the pretend context may supply stan-
dards for vague predicates that the actual context does not.

b. The pretend context supplies some intended instance of (6).

c. In this pretend context, this instance can be recognized as intended.

By (8a) and (8b), the hearer can infer that X is one of the four squares in the
context, and that S is the size of X . By (8a) and (8b), the hearer can also infer
that the pretend context specifies an interval of size that includes the size S
of X . There now remain two qualitatively different standards (less than 2 cm;
or between 2 cm and 4 cm). But (8c) eliminates the smaller standard, since it
provides no way to recognize which of the four squares is X : the presupposition
of the plan can be satisfied in the pretend context with any of the four possible
squares. On the other hand, (8c) confirms the larger standard, since the pre-
supposition now has only the resolution where X is square s4. This inference
combines abductive reasoning to reconstruct the speaker’s context [24, 44] with
constraint satisfaction to resolve references.

Once the hearer recognizes the plan, the hearer is free to respond to it in
any reasonable way. The most cooperative strategy would be to update the
representation of the actual context, to provide the standard of size the speaker
appealed to, in a step of accommodation, and then to respond naturally to the
utterance in the revised context. For example, if the hearer would have handed
the large square to the speaker at this juncture if both had already agreed
that this was the large square, the hearer could also hand the large square
to the speaker here. Note, however, that this kind of cooperative strategy
probably diverges from actual practice in face-to-face conversation, where more
conservative and interactive coordination would be expected [9, 7].
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3.2 Constructing Models for Generation

The discussion so far has centered on reasoning processes that a dialogue system
might use in interacting with a user. But perhaps the most flexible tools we need
for reasoning about meaning are those that will make it easier to develop and
extend such systems in the first place—tools that help us construct semantic
resources, for example. Such problems may also benefit from the application of
Gricean reasoning to linguistic representations.

Consider generation of referring expressions (GRE), a well-studied and im-
portant subtask of NLG (see, e.g., [14]). The input to GRE is an entity, as
characterized by a database of information about it that is presumed to be
part of the common ground. The output is the semantics and perhaps also the
syntax of a linguistic description that will allow the hearer to distinguish the
entity uniquely from its salient alternatives. To build a GRE module requires
identifying the context set of individuals that are explicit or implicit in applica-
tion discourse, formalizing the relevant properties of all these individuals, and
specifying how to compose these properties into linguistic descriptions. The
GRE module thus epitomizes the resource-intensive character of many natural
language processing tasks.

The simplest way to build a GRE module would be to supply it with exam-
ples of desired behavior, pairing entities with descriptions of them that would
be satisfactory for a system to use in context. Automatic methods would then
construct a suitable context set, and knowledge base for a satisfactory GRE
module for the system. These NLG resources would account for the sample de-
scriptions the designer has supplied, but could also generalize to other possible
forms of referring expressions and to other possible contexts.

This sets up a problem of Gricean reasoning. The problem is to frame GRE
tasks for the system in such a way that it can make its choices in a predictable
way to match the specified examples. A solution involves reconstructing the
choices a system has in GRE and reconstructing the reasons it must have to
make those choices one way or another. Consider an example: we want the
system to describe d1 as the furry black dog. Then we must at least have the
information in (9).

(9) a. dog(d1)

b. black (d1)

c. furry(d1)

This information is required to support the system’s choices. But that can’t
be all the conversational record contains. Otherwise we would expect it or the
dog. The generator must have alternatives to d1 in mind. For example, maybe
there is another dog d2 that is furry but not black, and a third dog d3 that is
black but not furry, as in (10).

(10) a. dog(d2) dog(d3)

b. black (d3)
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c. furry(d2)

((10) assumes a convention of negation-by-failure; we specify that d2 is not big
and that d3 is not black by simply omitting the relevant formulas.) Now the
generator has a motivation for every element in its description of d1: without
black, the referent might be d1 or d2; without furry, the referent might be d1

or d3; and without dog, the generator wouldn’t have an English noun phrase
expressing the right properties. By supporting and motivating the generator’s
choices, we can ensure that the generator realistically should and would be able
to use the big black dog to identify d1 in this context.

To pursue this idea in a general way, we can use a model of linguistic choice
after [43], where a grammatical derivation adds lexical elements one-by-one.
We reconstruct a rationale for such choices. Each of these choices must be
supported. And each must be motivated in the context of the generator’s other
commitments, and the goals of reference; it must fulfill a syntactic function that
is required in a complete derivation, or else it must rule out some distractor.

Applying Gricean inference to such system-building problems allows us to
draw on flexible, general modules. For example, the general approach makes
predictions about how the same individuals could be described in new contexts,
perhaps using more concise, context-sensitive descriptions. Krahmer and The-
une [27] investigate the inherent context-sensitivity of general approaches to
GRE; see also [14]. The general approach also offers an inexpensive diagnostic
that specified linguistic behavior portrays a world of individuals in a way that
is consistent and that interlocutors can be expected to recognize. This check
would fail for some sets of examples. For instance, a specification that said d1

could be described as the black dog and d2 could be described as the dog could
not be supported and motivated. In this specification the dog must be ambigu-
ous. Failure in such cases flags a genuine defect in the specification for NLG,
for which the appropriate response is to revise the NLG examples [36].

4 Conclusion

An essential ingredient of language use is our ability to reason about utterances
as intentional actions. Linguistic representations are the natural substrate for
such reasoning. Intentions are resources for deliberation; they therefore ab-
stract away from considerations that don’t bear on planning and choice. In
the case of communication, abstracting away from the cooperative processes of
conversation distills a communicative intention that records the grammatical
description of the utterance, its links with the context, and its contributions to
the conversational record.

From this perspective, models from computational semantics can often be
seen as providing an infrastructure to carry out such inferences from rich and
accurate grammatical descriptions. Exploring such inferences offers a productive
pragmatic perspective on problems of interpretation, and promises to leverage
semantic representations as part of more flexible and more general tools that
compute with meaning.
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