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Abstract

This chapter investigates the computational consequences of a broadly Gricean view of lan-

guage use as intentional activity. In this view, dialogue rests on coordinated reasoning about com-

municative intentions. The speaker produces each utterance by formulating a suitable communica-

tive intention. The hearer understands it by recognizing the communicative intention behind it.

When this coordination is successful, interlocutors succeed in considering the same intentions—

that is, the same representations of utterance meaning—as the dialogue proceeds. In this paper,

I emphasize that these intentions can be formalized; we can provide abstract but systematic rep-

resentations that spell out what a speaker is trying to do with an utterance. Such representations

describe utterances simultaneously as the product of our knowledge of grammar and as actions

chosen for a reason. In particular, they must characterize the speaker’s utterance in grammatical

terms, provide the links to the context that the grammar requires, and so arrive at a contribution

that the speaker aims to achieve. Because I have implemented this formalism, we can regard it as

a possible analysis of conversational processes at the level of computational theory. Nevertheless,

this analysis leaves open what the nature of the biological computation involved in inference to

intentions is, and what regularities in language use support this computation.

To appear in John Trueswell and Michael Tanenhaus, editors,World Situated Language Use: Psy-

cholinguistic, Linguistic and Computational Perspectives on Bridging the Product and Action Tra-

ditions, MIT Press, 2002. This draft (version 1.3 of October 15, 2002) has been submitted to the

publisher. I nevertheless welcome correspondence on the topics of this paper.



1 Introduction

The topic of this chapter ispragmatic interpretation, that is, our understanding of an utterance as

an action chosen by its speaker to contribute to a conversation. In (1a), for example, we understand

that A uttershello in order to greetB and get the conversation started. This is our pragmatic

interpretation of (1a).

(1) a A: Hello.

b B: Hello.

(2) a A: Where are the measuring cups?

b B: In the middle drawer on the far right.

(3) a A: Pass the cake mix.

b B: Here you go [handing over the package].

(2) and (3) are parallel, though more involved. In (2a), whenA utterswhere are the measuring

cups, we understand thatA’s strategy is forB to reply by identifying a place where the cupsA has

in mind can be found, so thatA will have this information. In (3a), whenA utterspass the cake

mix, we understand thatA’s strategy is forB to perform the intended action, so thatA will then

obtain the mixA has in mind. Each of these attributed plans counts as an interpretation; it gives a

rationale that explains whyA used the utteranceA did. Our ability to signal and recognize these

interpretations holds our conversations together. In (1b), (2b) and (3b), for example,B simply

recognizes the strategy behindA’s utterance, adopts that strategy, and follows through on it.

This chapter offers a formal, computational perspective on the role of representations of prag-

matic interpretation in explaining our competence in contributing to conversation. In considering

conversational competence, I will adopt the perspective of the knowledge level (Newell, 1982) or

the level of computational theory (Marr, 1982) in cognitive science, and attempt to characterize

our general ability, idealizing away from incidental errors and failings, to successfully formulate,

use and understand utterances in conversation, as in (1), (2) and (3).2 By formalizing representa-

tions of pragmatic interpretation, I hope to show in a precise way how these representations might

serve as a bridge between thelanguage-as-producttradition in the cognitive science of language

use, which characterizes language processing in terms of the construction of symbolic grammatical

representations, and thelanguage-as-actiontradition, which characterizes language processing in

terms of the actions and interactions of collaborating interlocutors.

In particular, I will show how results from computational logic allow us to formalize a prag-

matic representation as an abstract but systematic explanation of what a speaker is trying to do

with an utterance. The formalization captures important insights from both traditions because its

representations of interpretation enjoy these three properties simultaneously:
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• They are recursive, symbolic structures. Thus, they are characteristically linguistic in being

constituted by formal rules; they do not attempt, as our more general world knowledge might,

to encode empirical regularities in a general way.

• They are sufficiently detailed to encompass all steps of disambiguating a linguistic structure.

Thus, in important respects, we can characterize linguistic processes in terms of these rep-

resentations; understanding is the hearer’s inference to the representation behind a speaker’s

utterance, while production is the speaker’s inference to a new representation with the po-

tential to mediate a desired contribution to a conversation.

• They represent utterances as actions, and are in fact structured as reasons to act. Thus,

deliberation in conversation can also be characterized in terms of these representations; doing

so connects with a broader literature on intentions in communication and collaboration.

To achieve this, the formalism itself draws closely and evenly from both traditions. For ex-

ample, in order to model linguistic problems such as disambiguation in terms of pragmatic rep-

resentations, we must connect the rules that structure pragmatic representations directly with our

knowledge of language—indeed, more specifically, with the derivations licensed by the mental

grammar (Larson and Segal, 1995). At the same time, in order to connect such symbolic structures

to choices in an uncertain and open-ended world, we must understand them as records of agents’

commitments in linguistic action (Pollack, 1992), and recognize how keeping track of these com-

mitments supports the diverse deliberative and collaborative processes we need for conversation

(Clark, 1996). This balanced synthesis offers a number of advantages. This proposal is readily im-

plemented (see (Stone et al., 2001; Stone, 2001)). It is simpler than than formalizations of speech

act theory in the tradition of (Cohen and Perrault, 1979; Allen and Perrault, 1980), and more

perspicuous than previous formal attempts to use action theory to link grammatical knowledge to

participation in conversation (Appelt, 1985; Heeman and Hirst, 1995). In addition, this proposal

strengthens and extends the genuine points of overlap between the language-as-action tradition and

dynamic formalisms for meaning in dialogue, such as (Kamp and Reyle, 1993; Stokhof and Groe-

nendijk, 1999; Ginzburg and Cooper, 2001; Asher and Lascarides, 2003), which already represent

change (and by extension, action) as fundamental to interpretation.

In this chapter, I hope to suggest how an account of such representations can help to explain

our impressive abilities in language use, and may provide working hypotheses for the qualitative

and quantitative characterization of those abilities. At the same time, I hope to provide an in-

troduction to research on intentions in cooperative dialogue from artificial intelligence (AI) and

computational linguistics. Despite its engineering focus, this research increasingly holds peoples’

utterances and meanings in conversation up to empirical scrutiny, and so increasingly converges

with psycholinguistics both in its methods and in its results.
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The structure of this chapter is as follows. In Section 2, I describe task-oriented dialogue, a

prototypical setting in which pragmatic competence reveals itself. This description helps to moti-

vate representations of speakers’ intentions as essential for language users. In Section 3, I review

philosophical and formal accounts of intentions in deliberation and agency, and suggest an under-

standing of intentions as complex mental representations structured to support decision-making

and collaboration. This understanding, together with some assumptions about the syntactic struc-

ture and semantic representations of utterances, suffices to flesh out communicative intentions in

particular (though of course many challenges remain). The payoff comes in Sections 4 and 5,

where we look at understanding and production as operations on pragmatic representations. We

can sketch how to implement understanding as a constraint-satisfaction process in which a lan-

guage user reconstructs the interpretation of an utterance. When we take these interpretations to

describe speakers’ intentions systematically and abstractly, we help explain how language users

infer consistent interpretations that are faithful to the grammar, faithful to the context and goals

of the conversation, and also faithful to a wide range of probabilistic regularities in language use.

Conversely, we can sketch how to implement production as a process of deliberation, in which a

speaker formulates a suitable communicative intention. In production, the account helps explain

how a speaker might exploit that same grammar, the same understanding of context, and perhaps

even those same statistical regularities, to plan concise, grammatical and easily-understood contri-

butions to a conversation.

2 Motivating Pragmatic Representations

One important source of evidence about the processes behind ordinary language use comes from

conversation known as task-oriented dialogue, in which interlocutors aim to accomplish some

practical real-world purpose, and language use serves this collaboration. The real-world focus of

task-oriented dialogue offers analysts independent evidence from the world about the uses peo-

ple make of language in cooperative interaction. Moreover, task-oriented dialogue represents a

constrained form of language use; it offers analysts an idealized setting to investigate cooperative

conversation which abstracts away from important elements of conversation, such as politeness,

humor, or small talk, which reflect other functions of dialogue, such as supporting interlocutors’

social relationships.3 In this respect, task-oriented dialogue attracts enduring interest as the form

of linguistic interaction that might most usefully be recreated in machines.4

Task-oriented dialogue exhibits a rich and detailed functional organization, which we can use

to characterize the specific goals of individual utterances. This organization is best described by

example; (4) offers a fragment (constructed to illustrate a range of typical phenomena in a short

space), of a hypothetical dialogue in which interlocutorsA andB prepare dinner together.

(4) a A: So are we all set?
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b B: The vegetables (pointing) are still too crunchy.

c A: The zucchini there?

d B: Yeah, the zucchini...

e A: OK, I’ll take care of it.

The dialogue suggests the effort that people make when they collaborate to maintain a detailed

shared understanding of the status and direction of their joint activity. This effort goes well beyond

simply keeping track of the real-world tasks that have been accomplished and the real-world tasks

that remain (though such research as (Power, 1977) shows what a substantial endeavor this alone

can be). This additional effort involves interlocutors’attentionin dialogue and theirintentionsfor

dialogue.

As an activity progresses, new objects, actions and relationships in the world may come into

play. Collaborators must redirect their attention accordingly. Interlocutors can draw on this coor-

dinated attention to talk about their task more concisely and more coherently (Grosz and Sidner,

1986). More generally, in using utterances that describe particular objects, actions and relation-

ships, interlocutors can also set up strong expectations about where to center attention for subse-

quent utterances (Grosz et al., 1995).

Example (4) illustrates both aspects of coordinated attention.A and B are able to usethe

vegetablesandthe zucchinito refer specifically to the zucchini that they have planned to cook for

dinner, because their attention to the task distinguishes this zucchini from other things which they

might have cause to talk about more generally—tomorrow’s zucchini, still in the fridge, perhaps.

Subsequent utterances about the zucchini reflect this attention and cement it linguistically. More

spectacularly, withI’ll take care of it, A is able to identify a specific task and commit to do it—

putting the zucchini back in the microwave and heating them some more, let us suppose—without

this task having being described explicitly in the recent conversation.A andB can be presumed

to be attending to the taskA identifies because of its relevance to their ongoing discussion and

collaboration.

Meanwhile, as an activity progresses, further problem-solving and negotiation may be required

to address outstanding goals. Collaborators’ intentions in dialogue must address these meta-level

tasks in addition to real-world tasks. Characteristic problem-solving activities include identifying

goals that need to be achieved, identifying subtasks to perform and selecting suitable parameters for

them, allocating them to individual agents, and jointly assessing the results once agents have acted.

Modeling this problem-solving means recognizing the indirect role utterances play in achieving

real-world goals (Litman and Allen, 1990; Lambert and Carberry, 1991; Carberry and Lambert,

1999) and the explicitly collaborative stake participants have in problem-solving discourse as well

as real-world action (Grosz and Sidner, 1990; Lochbaum, 1998; Blaylock et al., in press).

Example (4) gets its coherence in part from the collaborative problem-solving strategyA andB
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exhibit. For example,B takesA’s opening question (4a) as advancing a specific problem-solving

activity: identifying any further task that remains to be done for dinner.B’s response in (4b)

furthers this same problem-solving.B offers an indirect answer toA’s literal question; the two

are not all set. ButB also proposes, again indirectly, that finishing the zucchini is an outstanding

subtask of preparing dinner thatA andB should pursue next.

By characterizing the functional organization of task-oriented dialogue along these different

dimensions, we are able to identify specific functional roles for individual utterances in collabora-

tion. Consider (4a). By (4a),A makes the specific proposal in (5):

(5) The dialogue should continue with an answer as to whetherA andB are done cooking

as of that time.

In so doing,A draws on the joint attentionA andB maintain to the overall task they are engaged

in, and suggests a way of identifying further subtasks to be done and thereby contributing to their

collaboration.

Spelling out these functions explicitly, as in (5), enables a more precise characterization of

interlocutors’ collaboration in conversation. Clearly, people do not have to agree with one another

completely to have a cooperative conversation. Our actions reflect our personal preferences, even

in task-oriented dialogue. In (4b), for example, perhapsB proceeds this way in part becauseB

doesn’t really like zucchini, and privately hopes thatA might now overcook tonight’s batch into an

inedible mush. Even ifB has this nefarious ulterior motive,B’s response is still collaborative in that

B uses it to acknowledge the evident meaning in whatA has said, and to build onA’s contribution

to develop the conversation further. In other words, what makes this a collaborative conversation

is not thatA and B have all the same goals, but simply thatA and B are jointly attempting to

integrate one another’s utterances into a conversational record that gives a shared interpretation to

what they are doing together (Thomason, 1990). This kind of collaboration seems indispensable;

after all, as (4c) (the zucchini there?) and (4d) (yeah, the zucchini) shows, achieving such a shared

interpretation can be problematic. Imagine ifB were to answer uncooperatively withI’m not

telling instead of (4d). It wouldn’t be nefarious: it would end the conversation, or plunge it into

absurdity. Accordingly, it makes sense to circumscribe the analysis of the collaborative intentions

and deliberation behind utterances and to consider only functions like (5) which address the agreed

content and direction of the conversation.

Even when we consider these circumscribed functions, interlocutors’ conversational abilities

are remarkable. Particularly astounding is the generality of the linguistic knowledge that interlocu-

tors rely on to signal and recognize these functions. The grammar associates an utterance such as

(4a) with a complex and abstract syntactic structure, and an equally complex and abstract meaning.

For (4a), the syntax represented in (6a) and the semantics represented in (6b)—both undoubtedly
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oversimplified—are indicative of the gap that language users must bridge to apply their linguistic

knowledge in collaboration.

(6) a

S̄

���
HHH

ADV

So

S̄

��� HHH

V

arei

S

��� HHH

NP

we

VP

��� HHH

V

ti

AP

�� HH
ADV

all

ADJ

set
b At the current time does the group containing the speaker have the property they require

to be ready for the upcoming event?

It is difficult to characterize the relationship between representations like (6) and the specific func-

tion of utterances in collaboration like (5), even theoretically. We know that inference is required

from philosophical models of discourse interpretation, such as implicature (Grice, 1975) and rele-

vance (Sperber and Wilson, 1986) and in more explicitly computational frameworks for discourse

interpretation, such as abductive interpretation (Hobbs et al., 1993) and commonsense entailment

(Lascarides and Asher, 1991; Asher and Lascarides, 2003). But in conversation, inference must

look beyond discourse, to embrace the collaborative setting and collaborative functions of lan-

guage. This inference must lay out the resolution of ambiguity in linguistic terms while simul-

taneously describing utterances as actions that contribute to joint projects. This is a tall order—

requiring representations of interpretation, for example, that respect both language-as-product and

language-as-action traditions!

Despite the apparent gap between function and grammar apparent in (5) and (6), language

users make connections to their ongoing collaboration quickly and easily in their word-by-word

understanding of one anothers’ utterances. Hanna and Tanenhaus (this volume), offer one clear

demonstration. In their experiments, subjects were able to use knowledge of the goals and require-

ments of an ongoing collaboration to disambiguate referring expressions in instructions such as

(7).

(7) Now pass me the cake mix.

(7) was uttered by a confederate cook in a situation with two packages of cake mix. At stages of

the collaboration where the cook needed help to reach only distant objects, subjects tookthe cake
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mix in (7) to refer to the distant package. At other stages of collaboration, when the cook needed

help with all objects, subjects regardedthe cake mixin (7) as ambiguous. Amazingly, subjects’

eye-movements showed that by the time they recognized the wordpass, they had already arrived at

strong expectations for the real-world location where the referent of the object NP could be found.

Such inferences seem just as essential for interlocutors’ spontaneous language use. Brown-

Schmidt and colleagues (Brown-Schmidt et al., 2002) collected task-oriented dialogue from naive

pairs of subjects, and found that speakers systematically produce abbreviated referring expressions,

as in (7), to exploit pragmatic constraints on reference. The analysis of hearers’ eye-tracking data

in these dialogues attests that the abbreviated references pose no difficulty for hearers either.

Such experiments provide strong evidence that peoples’ representation and reasoning for inter-

pretation can assess different ways of resolving linguistic ambiguities in light of the consequences

for ongoing collaborations. This chapter draws on formal and computational research in prag-

matics to explore one scheme by which this might be realized. I have implemented this scheme

in a basic dialogue agent, so the agent can achieve the pragmatic disambiguation human subjects

exhibit in (7). A preliminary description of this implementation from a computational perspective

appears as (Stone, 2001); (Stone et al., 2001) fully describes a more substantial but less general

implementation of a related framework.

The starting point for this exploration is Grice’s proposal that interpretation is a species of

intention (Grice, 1957; Grice, 1969). For Grice, a pragmatic interpretation simply represents what

the speaker was trying to do with an utterance; to understand an utterance, language users must

simply construct an appropriate such representation.

This idea might be taken as an almost tautological restatement of our problem—to understand

an utterance, language users must recognize what the speaker intended. Indeed, when we speak

of the intended analysis of an ambiguous expression, or the intended referent of a pronoun, or

other intended aspects of utterance interpretation, we rarely stop to consider our implicit appeal to

Grice’s theory. However, I will show here how Grice’s proposal places strong constraints on prag-

matic formalization. Grice’s proposal suggests that we must develop an account of interpretation

by drawing on independent accounts of intention. This means that we must use the same kind of

formal structures to record what a speaker was trying to do with an utterance as we use to record

agents’ commitments in taking other actions in support of collaboration. Likewise, Grice’s pro-

posal suggests that we must frame an account of processes in conversation in terms of independent

accounts of deliberation and collaboration. This means that we must explain the work interlocu-

tors do to understand one another with the same constructs we use to account for other interactions

among people working together in dynamic and unpredictable environments. Grice’s proposal is

thus a deep and provocative one, whose consequences are yet to be fully worked out.
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3 Intention, Collaboration and Communication

Our first step in describing pragmatic representations is to develop a more precise account of inten-

tion. Such an account must involve at least two ingredients: an account of individual intentions and

rational deliberation; and an account of joint intentions and collaboration. In this section, I review

one formal approach to these problems, and apply it to the case of communication. The approach

is based on an understanding of intentions not simply as goals, propositions, or commitments to

specific actions, but rather as rich, complex and symbolic representations of reasons to act.

3.1 Individual Intentions and Deliberation

Let us first understand a plan as a mental representation with a complex structure, as in AI (Pollack,

1990; Pollack, 1992). An agent’s plan must set out, specifically or abstractly, what the agent

is to do, when and in what circumstances the agent is to act, and what outcome the agent will

thereby achieve. For the purposes of this paper, I understand an intention as a plan that an agent is

committed to.

The simplest case involves plans and intentions that concern physical action in the world. Imag-

ine that agentA plans to turn on a light, for example. The corresponding plan-representation might

set out that the agent is to flip the switch, in a situation where the light is off (but functional), and

thereby yield the result that the light is on.

Laying out the content of a real-world plan this way recalls formal reasoning about action from

AI, a tradition that begins with work on the situation calculus (McCarthy and Hayes, 1969; Green,

1969) and continues with work on more sophisticated models and ontologies today, including

(Shanahan, 1997; Thielscher, 1999). Indeed, one specific representation for the content of a plan

is an argument or inference in a formal theory of actions and their effects. A planning inference

sets out an array of hypotheses—that the world starts out in a specified condition, that the agent

performs a selected action, and that the world obeys specified causal principles. The inference then

links these assumptions together to characterize the events that must ensue if these assumptions

hold. For example, to recordA’s plan to turn on the light, we might use the inference in (8). (Here

∧ represents logical conjunction,⊃ represents logical implication, and[N]p represents change over

time; [N]p means thatp holds in the agent’snextcycle of deliberation, after one step of action.)

(8) a off Hypothesized situation.

b flip Hypothesized action.

c off ∧flip ⊃ [N]on Cause and effect.

d [N]on Modus ponens, (8a)–(8c)

(8a) specifies the condition of the world by hypothesizing that the light isoff ; (8b) specifiesA’s

action, thatA is going toflip the switch. (8c) makes a general hypothesis about the domain, that
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if you flip the switch and light is off, it then goes on. (8d) is the consequence that follows under

these hypotheses:A is going to turn on the light.

Such inferences encapsulate the information intentions must make explicit if they are to guide

agents’ deliberation. These representations thereby connect with the systematic accounts of ratio-

nal deliberation proposed by researchers such as Bratman (Bratman, 1987). Inferences such as (8)

map out actions for the agent to take (8b), they draw attention to circumstances (8a) and causal

connections in the world (8c) that the agent must rely on to take that action, and they record the

effects for which the agent might select the action (8d). In committing to this plan, an agent must

take all these considerations into account. The agent must believe that the circumstances laid out

in the plan will obtain (8a); the agent must expect to decide on the actions in the plan and carry

them out in those circumstances (8b); the agent must believe that the outcome spelled out by the

plan will occur (8c-d), and must on the whole, regard that outcome as favorable. If the agent re-

considers any of these conditions, the agent has reason to abandon the intention as unworkable or

undesirable. But as long as the agent persists in its commitment to the plan, the agent can refer to

the plan to determine how to act. In this way, the intention can play a causal role in the agent’s

pursuit and realization of its desires.

Further evidence for this understanding of intentions comes from the criteria people use to

attribute intentions to one another. (See (Malle and Knobe, 1997), or in AI (Pollack, 1990).)

Suppose we have observed an agentA flip a light switch, and consider what we must implicitly

accept aboutA to attribute toA the intention of turning on the light. At some point,A must have

been committed to flipping the switch.A must have understood that the light was then off but

would go on once the switch was flipped. At that timeA must, on the whole, have desired that

outcome.

In contrast, if any of these conditions fails, we are more reluctant to attribute this intention to

A. If A set out to bump the switch but not flip it,A had a different intention and failed to carry it

off. Likewise if A thought the light was already on, or thought that flipping the switch would do

something else instead,A had a different intention and failed to carry it off. It is more problematic

if A was causally motivated to act by the plan to flip the switch and turn on the light, but without in

any sense thinking that this course of action had anything to recommend it (even subconsciously).

In this implausible situation, perhaps we must give up our idealization thatA is engaged in rational

deliberation at all.

Thus, to attribute an intention to an agent through a representation such as (8) is to say that the

agent was guided in acting by that inference, and therefore to take on assumptions about the agent’s

beliefs about the current circumstances, the agent’s causal knowledge, and the agent’s desires for

the future. This understanding may seem to diverge from ordinary ascriptions of intention. We

normally say agents intend to do something, or to bring about some result, as though the content of

the intention was simply an action or a goal. In fact, the theory assigns intentions a more complex

9



structure, linking actions to effects in context, in order to interpret intentions as mental represen-

tations that guide agent’s deliberation and action. We should not regard our ordinary language

as an objection to the theory. Any English report of mental state describes both the content of

an individual’s attitude and the cognitive representations behind it. However, it is impossible to

describe the objective meaning of an individual’s mental state, as natural languages appear to do,

while still reporting individuals’ representations exactly; representations with equivalent objective

content can have important differences, for example in the form in which they are represented. Be-

cause of this, semantic accounts of mental-state sentences require substantial flexibility in linking

content and representations. See for example (Crimmins, 1992). Our theory of intention, which

links action-content to inference-representations, is therefore no exception. Nevertheless, it will be

important to remember that when I describe an intention, I refer not just to an action or goal, but

to the complete ensemble of considerations that guide an agent’s choice.

The planning inference in (8) describes the results of specific actions that the agent can already

identify and commit to. Of course, intentions must also allow for agents to postpone planning and

decision-making until subsequent steps of deliberation. For example, the agent may anticipate that

future information will affect its upcoming decisions.

The simplest way to accommodate future decisions is to model individual intentions as infer-

ences not about what an agentwill do, as in (8), but about what an agentwould be able to do.

This suggestion can be cashed out formally using theories of knowledge and action (Moore, 1985;

Davis, 1994). To carry out a program of action, an agent must meet two conditions at each step

where action is required. First, the agent will have to know what to do next: the agent must an-

ticipate that there will be a specific suitable real-world action to do. Second, the agent will have

to be able to construct a further intention that it can carry successfully through the remaining cy-

cles of deliberation and action. The intention representations we arrive at are symbolic, recursive

structures that appeal to logical accounts of knowledge and time to characterize actions and their

effects in context. (Fuller technical details are available in (Stone, 1998; Stone, 2001).)

Proofs such as (8) may look like they express knowledge about the world, but it is better to

think of them asprogramsthat are annotated with assumptions that say when they can be exe-

cuted safely in an uncertain world. Seeing plans and intentions simultaneously as proofs and as

programs is a central idea in computation (Green, 1969; Howard, 1980). This idea is independent

of the more contentious view that our knowledge of the world has the content of logical axioms.

The difficulty with logic is that our empirical claims about the world are usually approximate or

statistical in character. Our best-guess predictions about the future, for example, will inevitably

involve uncertainty among different outcomes with different probabilities. A corresponding state-

ment of our knowledge of the world will be either incomplete or false if expressed in first-order

logic. However, intentions make explicit an agent’scommitmentsfor the future, not an agent’s pre-

dictions or guarantees about what will happen. The uncertainty of our predictions has no bearing
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on whether logical structures can record these commitments accurately and precisely. In fact, the

commitments agents make in executing specific actions in their current circumstances certainly

can have the definite content of logical statements.

Although this understanding of the role of logic is intrinsic to representations of programs as

proofs, it is rarely noted explicitly in the literature. Nonetheless, in what follows, I will draw

repeatedly on it to motivate simplified representations of action while sidestepping well-known

difficulties. In (8), (8c) exemplifies this strategy. The axiom, repeated as (9) below, cannot be read

as expressing what we know about lights.

(9) off ∧flip ⊃ [N]on

As such, (9) would be quite a poor description of the world. Actually, we know that flipping the

switch turns the light on only when the bulb is operational, the power is flowing to the switch,

the switch is capable of making a connection, the circuit to the bulb is functioning, and so on.

To describe the world in a general way, we would have to supply an indefinite number of further

conditions to (9). The impossibility of specifying these conditions completely is known as the

qualification problem. Meanwhile, we also know that flipping the switch has many other effects,

both direct and indirect, that (9) omits. In these circumstances, flipping the switch might contribute

to the wear on the bulb, it might heat the room slightly, it might leave a smudge of dirt on the wall

or the switchplate, and so on. The impossibility of specifying these completely is known as the

ramification problem.5

All the same, when agentA decides to flip the switch and turn on the light—that is, when agent

A adopts the intention in (8)—agentA really is committed to the truth of (9) in this instance. The

qualification problem is important for understanding whatA’s commitment means; AI researchers

now understand that in making commitments such as (9),A must be understood as reasoning in a

certaincontext, which depends in an indefinite way on unspecified further assumptions (McCarthy

and Buvaˇc, 1994). But the qualification problem does not stand in the way of representingA’s

commitment logically.

Conversely, when agentA adopts the intention in (8),A is not committed to all the ramifications

of flipping the switch. For example, if the ramifications do not take place,A will not have failed

to carry off this intention. And ifA discovers an obstacle to this intention,A will not reason and

act to make sure these ramifications take place anyway. Again, the ramification problem may be

important for understanding whatA’s commitment means. Rationally (and ethically),A must strive

to identify and defuse potential negative consequences of intended actions. But the ramification

problem does not stand in the way of representingA’s commitment logically.

We can make similar observations about the idealizations involved in reporting inferences about

knowledge in logic. I will use[C] to describe the information that interlocutors presuppose in

conversation: their mutual knowledge (Stalnaker, 1973) or common ground (Clark and Marshall,

11



1981);[C]p means thatp is shared. I describe[C] (like [N]) using the logical machinery ofmodal

logic, so that the common ground is assumed to give a consistent but incomplete picture of the

world. (For an introduction to modal logic, see (Fitting and Mendelsohn, 1998).) The inference

from (10a) and (10b) to (10c) is a consequence of this assumption.

(10) a [C]p
b [C](p⊃ q)
c [C]q

If we make unrestricted use of these inferences in assessing our real mental states, we find a

problem oflogical omniscience. We predict that we know all the consequences of what we know,

all the theorems of mathematics for example. It is a rather poor description of what our knowledge

actually is, and as such could certainly be improved (Konolige, 1985).

But again, this is no obstacle to the use of logic to formalize our epistemic commitments in

deliberation. Any one plan is a finite structure that involves only a fixed number of inferences

about knowledge. Each such inference requires an agent to perform a specified cognitive operation

in the course of carrying out the plan. The agent may have to remember some fact, or link two

facts together in a predetermined way. When an agent commits to an intention involving inferences

about knowledge, then, the agent commits to these operations, and nothing more. And commit the

agent must: if the agent fails to remember, or fails to draw an inference, the agent will lose track

of the plan’s upcoming choices, or the rationale behind them.

By the foregoing considerations, I hope to underscore that representations of intentions as in-

ferences such as (8) are circumscribed and economical. They offer parsimonious specifications of

an agent’s commitment to act in a certain way, because they presuppose sophisticated deliberative

processes that manage these commitments. For example, the agent’s planning processes must use

inference about action to identify commitments that the agent can make consistently. The agent’s

updating processes for plans must use reason-maintenance to assess the continued appropriateness

of the agent’s commitments in a dynamic and unpredictable environment. And the agent’s execu-

tion mechanisms must ensure that the agent keeps track of the right information, makes the right

choices and completes the right actions while pursuing its plans.

Thus far, of course, we have considered these deliberative processes themselves only in the

most general way. So it should be clear that intention representations are compatible with quite

different characterizations of these processes, and quite different characterizations of the informa-

tion and representations that these processes may require in addition to intentions. For instance,

since decision theory provides a normative characterization of rational action, we might envision

processes that commit to specific intentions based on calculations of probabilities and utilities de-

rived from empirical regularities. (See (Pollack and Horty, 1999) for AI research along these lines.)

For example, an agent’s decision to commit tooff ∧flip ⊃ [N]onmight reflect the agent’s judgment
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of the probability that the light will go on in circumstances where the light is off and the agent flips

the switch. That conditional probability might in turn be estimated from empirical observations.

Nevertheless, we need not expect any representations of these empirical generalizations to figure

explicitly in intentions; indeed, we need not even expect them to be represented in the same kind

of way as intentions.6

3.2 Joint Intentions and Collaboration

When groups of agents collaborate to achieve goals they share—and conversation must be con-

sidered such a case—groups of agents must sometimes commit to plans that lay out programs of

coordinated action for the group. I will understand these collaborative plans by analogy to individ-

ual plans, as complex mental representations. Collaborative plans set out, specifically or abstractly,

what each agent is to do, when and in what circumstances each agent is to act, and what outcome

the group will thereby achieve. These plans can again be represented as formal inferences, in a

logic of knowledge and time, which describe what members of the group would be able to do

together.

As a simple example of collaboration on a real-world task, let’s consider taking a posed picture,

as you and a companion might do on vacation in front of a famous landmark. In this case we have

two agentsA andB, and a situation in which agentB has a ready camera.A first poses, adopting

some distinctive expression and attitude towardsB; this getsA set to be photographed. ThenB

snaps the shutter, with the result thatA’s pose is recorded for posterity. The inference in (11)

records the content of this plan in a simple inferential form that parallels (8).

(11) a ready Hypothesized situation.

b pose Hypothesized action.

c pose⊃ [N]set Cause and effect.

d ready∧pose⊃ [N]ready Persistence.

e [N]set Modus ponens, (11b), (11c).

f [N]ready Modus ponens, (11a), (11b), (11d).

g [N]snap Hypothesized action.

h [N](ready∧set∧snap⊃ [N]pic) Cause and effect.

i [N][N]pic Modus ponens, (11f), (11e), (11g), (11h) and temporal logic.

Here (11a) specifies the condition of the world by hypothesizing that the camera isready; (11b)

specifiesA’s action, thatA will pose. Later, (11g) specifiesB’s action, tosnap. Causal assumptions

include axioms (11c) and (11h) about change, and the axiom of persistence (11d). The result that

follows, by a chain of intermediate reasoning from these hypotheses, is thatA andB will record

the picture after the two steps of action,[N][N]pic in (11i).
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In view of the formal structure of such plans, and the function that commitment to them plays

in the deliberation of members of the group, it is reasonable to understand them as joint intentions.

As before, these inferences encapsulate the considerations that agents must take into account in

committing to and pursuing a course of action. For example, in committing to their collaboration,

A andB must jointly believe that the circumstances described in the plan will fit the situation in

which they must act. They must agree that each will decide on their own actions and carry them out

as specified in the plan. They must expect that the outcome spelled out by the plan will occur, and

agree that this outcome is favorable. These attitudes are described more precisely in (Cohen and

Levesque, 1991; Grosz and Kraus, 1996). On this understanding, a joint intention simply reflects

the coordination of agents’ individual commitments and deliberation (rather than an irreducibly

joint mental state as in (Searle, 1990)).

The actions that agents may have to take to carry out a joint project are significantly more

involved than a single agent’s commitment with an individual intention, however. These additions

serve to ensure that agents achieve the most successful possible conclusion, in a coordinated way,

even in the face of potential obstacles.

Thus, an agent must not only carry out the actions it commits to do as part of a collaboration,

but it must do so in a way that allows its collaborators to recognize the contribution it is making

to the joint activity. Otherwise collaborators might suspect that something has gone wrong. In our

photography example,A must not only adopt a pose;A must allowB to recognize thatA has done

so. Of course,A has a variety of devices for this, from stylized flourishes of movement, to simple

verbal announcement: “Here I go” (beforehand) or “OK” (afterwards).

Conversely, each agent must work to recognize the actions of the other agents in the context of

the ongoing collaboration. Otherwise one agent may remain unaware of another’s failures. Before

B takes the picture, ifB is serious about having the picture come out,B must attend toA, recognize

whetherA has attempted to achieve the right look, and judge whetherA has succeeded. In addition,

when an agent detects that the intention has failed, the agent must communicate this to the group

as a whole. Likewise, when an agent achieves success, the agent must make sure that the group as

a whole is aware of this.

Joint intentions as represented in (11) thus presuppose sophisticated processes of coordination,

just as individual intentions as represented in (8) presuppose sophisticated processes of delibera-

tion. In computational agents, such processes have proved essential in allowing groups of agents to

work together on tasks from robotic soccer to search-and-rescue (Tambe et al., 1999) and in allow-

ing individual agents to be understood by their human partners (Sengers, 1999). Of course, we also

find such processes of coordination in psychological accounts of language use (Clark, 1996) and

computational models of dialogue (Cassell et al., 2000). Again, representations of intentions pro-

vide only a partial framework for characterizing these processes; these processes must have access

to many other kinds of information, and this information may involve very different form and con-
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tent from intentions, especially when it is derived from experience in a general way. However, our

systematic appeal to these processes of coordination makes it possible for us to understand simple

logical structures such as (11) as principled representations. Intention representations formalize

commitments, independent of the effort required to manage and pursue those commitments.

3.3 Cooperative Conversation

In Section 2, I argued that to account for peoples’ language use in task-oriented dialogue, we

must view interpretations as pragmatic representations that link together different ways of resolv-

ing linguistic ambiguities to their consequences for an ongoing collaboration. Grice theorized that

speakers’ intentions are what establish such links (Grice, 1957; Grice, 1969). Grice argued that in

making a meaningful contribution to conversation with an utterance, a speaker must intend to make

this contribution, in a recognizable way, through the ordinary process of linguistic communication.

Ordinary linguistic communication depends on the fact that speakers manifest their intentions in

utterances and hearers recognize them in this way. This is just what we would expect from an-

alyzing conversation as a deliberative and collaborative process as characterized in Sections 3.1

and 3.2.

Accordingly, we can now draw on Grice’s theory to specify the content and representation of

utterance interpretations in dialogue more precisely. Interpretations record the speaker’s commit-

ments in using an utterance to advance a cooperative conversation. Specifically, they hypothesize

an event of utterance, and perhaps further actions as well. They specify the assumed context in

which the utterance is to be made, and they draw on an assumed idealization of the way utterances

and other actions bring about context change. They link these assumptions together into an argu-

ment that shows how the speaker’s use of the utterance in context can advance the status of a joint

project. When formalized, such arguments serve as therepresentations of pragmatic interpretation

introduced in Section 1 and motivated in Section 2—abstract but systematic explanations of what

a speaker is trying to do with an utterance.

Let us proceed by formalizing a simple example, and examining the result from the perspective

of language-as-product and language-as-action traditions. Consider (12b).

(12) a A: Did the man stay?

b B: The man left.

What are the speakerB’s commitments in offering this answer?B proposes to utterthe man left,

in a context which provides a discourse referentm under discussion.B assumes that, in virtue of

its meaning, this utterance will contribute the information thatm left. B further presumes that ifm

left, he did not stay. In this wayB has answeredA’s question and resolved an outstanding shared

goal of the conversation.
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(13) lays out these commitments as an inference. In tracing the argument, note that

premises (13c) and (13e) contain a free variableM, which is instantiated to (that is, replaced with)

m when drawing conclusions from it.

(13) a [C]man(m) Hypothesized contextual situation.

b utter(“the man left”) Hypothesized action.

c ([C]man(M))∧utter(“the man left”) ⊃ [N][C]left(M) Cause and effect (grammar).

d [N][C]left(m) Modus ponens and instantiation, (13a)–(13c).

e [N][C](left(M) ⊃ ¬stayed(M)) Hypothesized contextual situation, persistence.

f [N][C]¬stayed(m) Modus ponens and instantiation, (13d), (13e) and logic of knowledge

and time.

By inspecting (13), you can check that it exhibits the characteristics advertised for such represen-

tations in Section 1.

• (13) is a recursive, symbolic structure, constructed according to formal rules—the rules of

logical deduction. As we have seen, (13) formalizes a commitment rather than expressing

knowledge and so abstracts away from the additional processes of coordination that may be

required to follow up (12b), and the corresponding uncertainty in whether (12b) will achieve

its intended effect.

• (13) details the precise contribution of the grammar in determining interpretation. Premise

(13c) is the crucial one. It says that, provided the common ground saliently provides a

manM, then the action of utteringthe man leftwill contribute the fact thatM left to the

common ground. This statement is a record of the commitments of the language faculty

to a theorem about the analysis of a sentence of English, in the spirit of the knowledge of

meaning investigated in (Larson and Segal, 1995); in particular, we can easily imagine (and

readily implement) a process of inference that would derive this statement from a suitable

compositional syntax and semantics.

• (13) describesB’s utterance as an action, and is structured as a reason to act. In particular,

premise (13c) characterizes the potential that the utterance has to draw on and to update

an evolving context of collaboration. Descriptions of context change are also familiar in

linguistics from discourse representation theory and dynamic semantics (Kamp and Reyle,

1993; Stokhof and Groenendijk, 1999). What makes this different is that premise (13c) is a

hypothesis about cause and effect which the speaker represents and commits to, as part of

a communicative intention. The behavior of (13c) in language use follows from its status

as a represented commitment. For example, the antecedent condition[C]man(M) functions

as an anaphoric presupposition (Kripke, 1991; van der Sandt, 1992) in the sense that the
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speakerB intends the common ground to supply a specific resolution for this condition, and

in particular to supply the salient valuem for its free variableM. The hearerAmust recognize

this link to understand (12b) as (13).

In generalizing from this small example, the formalism allows us to include two further kinds of

inferences that link meaning to context. First, where (13) includes premises that specify contextual

parameters likem for M directly, such parameters may also be derived by inference. For example,

in the bridging anaphora first described by (Clark, 1975), context supplies an entity that is new to

the discourse but is related to one that has been evoked previously.

(14) Chris peeled the cucumber and removed the seeds.

In the case of (14),the seedsare understood to be the seeds of the cucumber Chris has just peeled.

Such relationships can be recorded in pragmatic representations as inferences which establish the

antecedents of rules such as (13c) by appeal to premises describing salient objects and general

world knowledge. This provides a general interface to link utterance interpretation to attentional

state in dialogue. (See also (Hobbs et al., 1993; Piwek, 1998; Webber et al., to appear).)

A second set of inferences may spell out the contribution the utterance makes to the ongoing

task. (13) includes the simplest case of such inference; (13e) and (13f) describe whyB’s utterance

answersA’s question. More generally, as in (11), these inferences may also proceed by hypothesiz-

ing further actions that participants will take as part of their collaboration. This provides a general

interface to link utterance interpretations to the intentional structure of dialogue.

The utterances in (4) or (7) depend of their analysis on all three kinds of inference—

grammatical inferences, attentional inferences and intentional inferences. To describe these ut-

terances, I will emphasize the content that we can now assign to speakers’ intentions, and leave

the formalism for future presentations. (But for provisional attempts for related examples consult

(Stone, 2000; Stone, 2001; Stone et al., 2001).)

Consider the interpretation of (7),Now pass the cake mix. In the circumstances of Hanna

and Tanenhaus’s experiments, the argument behind the speaker’s utterance must proceed along

the following lines. The speaker assumes that the context provides a package of cake mixp, and

hypothesizes uttering (7) in this situation. Drawing on a representation of the syntactic structure of

(7) and its dynamic meaning, the speaker is thereby committed that the utterance will impose an

obligation on the hearer to passp. Now as a further development, the speaker hypothesizes that the

hearer does passp. The result of this action, inferred by a logical representation of the speaker’s

commitments in action, is that the speaker will havep, and can therefore usep for further steps in

the unfolding recipe. This chain of inference, as needed, links the reference resolution required to

interpretthe cake mixwith goals and expectations that the speaker has for the collaboration.

And consider (4a),So are we all set. We can reconstruct the speakerA’s intention with this

utterance as the following argument.A begins with a suite of assumptions about the context: that
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participantsA andB form a group containing the speaker; that it is now 6:30pm; thatdinner is an

upcoming event; and that beingdone cookingis a property thatA andB must have to be ready for

dinner. A hypothesizes utteringSo are we all set, as analyzed in (6a), under these circumstances.

The meaning of this utterance—in contexts whereG is a group containing the speaker,N is the

current time,E is an upcoming event, andP is a property thatG must have to be ready forE—is

to ask the hearer to provide an answer as to whetherG does have propertyP at timeN. With this

semantics we specify (6b) in terms of an anaphoric presupposition and a dynamic contribution to

the conversation, by analogy to (13c). By inference in this case, then,A commits to ask whetherA

andB aredone cookingas of 6:30. To account for the function of this question in the collaboration,

the interpretation may map out the further course ofA andB’s collaborative conversation. Suppose

B responds with an answer,yesor no: in either case, we can envisageA and B proceeding to

conclude the collaboration thereafter. After ayes, A andB achieve common ground that the goal

is achieved. After ano, A andB proceed to work out how to achieve the specific further tasks that

they can then identify.

In our Gricean framework, intentions such as these are the objects of interlocutors’ deliberation

and coordination in conversation. For example, in offering an utterance in conversation as part of

a specific plan or intention, the speaker is committed that the circumstances and conditions laid

out in the plan obtain, and that the outcome envisaged in the plan is advantageous. These com-

mitments are a standard feature of formal analyses in the speech act tradition of (Searle, 1969;

Cohen and Perrault, 1979; Allen and Perrault, 1980). Yet even though these commitments can be

derived from the role of intentions in deliberation (Cohen and Levesque, 1990), prior analyses have

not offered representations of intentions that abstract away from these commitments in a general

way. Meanwhile, since the conversation is a collaboration, the speaker must also ensure that the

intention behind the utterance will be recognizable to the other interlocutors. At the same time,

collaboration allows the speaker to presume that interlocutors maintain coordinated attention and

intentions toward the ongoing task, and it allows the speaker to presume that interlocutors will

recognize the plan and pursue it, by carrying its actions through and by grounding its success or

failure. Again, previous formalizations in the speech-act tradition recognize the speaker’s antici-

pation of such collaborative effort in understanding and grounding (Appelt, 1985; Traum, 1994;

Heeman and Hirst, 1995). But this general reasoning has been formalized explicitly as part of

the content of speakers’ intentions, offering no interpretation of language as action that abstracts

away from it. The formalism sketched here is therefore substantially simpler than what has previ-

ously been available—simple enough, in fact, to enable a straightforward, efficient first-principles

implementation.
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4 Understanding as Intention Recognition

The rich but parsimonious pragmatic representations introduced in Section 3.3 can help us, in

certain circumscribed ways, to characterize conversational processes. For example, I have used

these pragmatic representations to implement processing modules for computational agents whose

language use exhibits interesting commonalities with our own.

I start with the problem of interpretation. From this perspective, interpretation is what AI

researchers call a plan-recognition problem (Thomason, 1990; Carberry, 2001). The hearer per-

ceives some actions (an utterance), and must determine what the speaker was trying to do by

reconstructing a representation of the speaker’s intention. When the hearer perceives utterance

(7), for example, the plan-recognition problem is to reconstruct the argument for it sketched in

Section 3.3.

Reconstructing such an argument involves reconciling constraints from grammar and logic

with constraints from attention and intention in dialogue. Consider (7) in the unambiguous context

where the cook needs help getting objects near the subject (and we find that subjects do go on

to pass the mix near them). The grammar of English analyzes (7) so as to assign it the intended

semantic form, presupposing some cake mix and introducing an obligation that the hearer pass

it. But the grammar doubtless offers other analyses; one and only one must figure in the recog-

nized interpretation. This is one constraint—one that might be modulated further by probabilistic

knowledge about the frequency with which such constructions are used in English.

The attentional state of the conversation is another constraint. The speaker’s presuppositions

must be resolved by supplying salient individuals and facts from the environment; indeed, perhaps

the matches must be as salient as possible. For (7) there is the intended package of cake mixp near

the hearer; perhaps there are others elsewhere in the environment. Again, exactly one match must

figure in the recognized interpretation.

From the intentional state, we get constraints on the overall goals that the utterance can be

meant to achieve. For (7), we know the speaker would initiate a joint project to get some objects,

includingp, but not others. Of course, the collaboration might have other outstanding goals, and

the hearer must identify which of them figures in the recognized interpretation (if any).

Finally, of course, these different components of interpretation must be fit together compatibly

into a single inference about what speaker and hearer would be able to do together. In the case

of (7) as represented here, the intended argument is the only one that fits these constraints. That

is, only by taking (7) as an instruction to passp can we reconcile grammatical options with the

salient objects, includingp, that the speaker might refer to, and the outstanding goals, including

potentially obtainingp, that the collaboration provides.

We can implement this constraint-satisfaction analysis directly in computational logic (Stone,

2001). This is sufficient to create a system that resolves references by linking evoked discourse

referents to speakers’ high-level goals via linguistic descriptions, as in (7). Indeed, by representing
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grammatical knowledge in a suitable form and applying all constraints incrementally in utterance

interpretation, as in (Haddock, 1989) or (Schuler, 2001), such an implementation would even be

able to replicate the on-line resolution of ambiguity that Hanna and Tanenhaus describe.

Methodologically, such implementations bear on what Newell (Newell, 1982) calls the knowl-

edge level and Marr (Marr, 1982) calls the level of computational theory: they give evidence

about the represented regularities in the world that that make it possible for computational de-

vices (ourselves included) to perform a real-world task. Such implementations have rather less to

say about what algorithms might be involved in human language understanding. The case of the

grammar is a familiar microcosm. Reconstructing an intended grammatical analysis might be a

case of strategic exploration of logical possibilities set out by our knowledge of language, as with

the different algorithms explored in (Altmann, 1988; Frazier and Clifton, 1996). Alternatively,

grammatical reasoning might be informed by probabilistic generalizations on language use over

and above whatever knowledge of grammaticality we may have, as in (Tanenhaus and Trueswell,

1995; Seidenberg and MacDonald, 1999).

To consider the additional constituents of pragmatic interpretation is to introduce such pos-

sibilities anew. Attentional state may have a purely logical implementation or it may take into

account many kinds of probabilistic influence; either case leaves open wide ranges of processing

strategy. The same goes for the outstanding goals of a collaboration. We might consider this a

negative, were it not for a suspicion that all such cases, and many others, are governed by common

cognitive constraints and common principles of biological computation. (And were it not for our

appreciation for the complexity and significance of the problem of language understanding itself!)

5 Production as Intention Generation

In production, the speaker starts with a contribution that might usefully be made to an ongoing

collaboration. What the speaker needs is a specific utterance that will make this contribution. The

utterance can achieve this effect only if the speaker’s intention in using it is recognizable. So the

speaker’s production problem is to formulate a suitable pragmatic representation for a potential

utterance. The speaker must judge that the hearer can use shared information, the utterance, the

grammar, and the attentional and intentional state of the discourse, to reconstruct this interpretation.

Thus, pragmatic representations are theoutputsof both understanding and production! This fact

nicely emphasizes the algorithmic flexibility observed in Section 4.

This is the formulation of the language production problem that I and my colleagues arrived at

in the generation systemSPUD (for sentence planning using description) (Stone and Doran, 1997;

Stone and Webber, 1998; Stone et al., 2001).SPUD can generate concise, contextually-appropriate

utterances, including both speech and concurrent nonverbal behavior, by applying a simple, uni-

form and efficient decision-making strategy. This strategy gradually constructs an interpretation

by refining the generator’s existing commitments and considering new actions that are compatible
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with those commitments. In this sense, this strategy can be regarded as a special case of more

general processes of deliberating with intentions.

Specifically,SPUD’s strategy exploits the lexicalized tree-adjoining grammar (LTAG) formal-

ism in whichSPUD’s grammar is represented (Joshi et al., 1975; Schabes, 1990). LTAG grammars

derive sentences by incorporating meaningful elements one-by-one into a provisional syntactic

structure.SPUD makes these choices head-first and incrementally, in the order its grammar pro-

vides. (Compare also (Ferreira, 2000; Frank and Badecker, 2001).)

At each stage of derivation,SPUDdetermines both the intended interpretation for a provisional

utterance and the interpretation that the hearer would recognize from it.SPUD again implements

this interpretation process directly in computational logic. (SPUD’s interpretations do not hypothe-

size actions that follow the utterance, soSPUDdoes not account for the role conversational goals in

disambiguation; in all other respectsSPUDimplements the formal account sketched in Section 3.3.)

These pragmatic representations guideSPUD’s choices of what elements to add to an incom-

plete sentence. The structure of the utterance suggests ways the sentence may be elaborated with

further meaningful elements. The intended pragmatic interpretation of each elaboration makes ex-

plicit the specific information that the utterance could contribute, and the specific links with the

context that the utterance establishes. Meanwhile the recognized interpretation recordsSPUD’s

progress towards unambiguous formulation of referring expressions. These representations allow

SPUD to assess by simple heuristics which choice might best suit the ongoing conversation, and to

commit to that choice.

6 Conclusion

Let us return to (4), to take stock of the principles of the account, and the many further problems

that remain.

(15) a A: So are we all set?

b B: The vegetables (pointing) are still too crunchy.

c A: The zucchini there?

d B: Yeah, the zucchini...

e A: OK, I’ll take care of it.

In order to account for such collaborative conversations, I have suggested a broadly Gricean for-

malization of language use as intentional activity. Each utterance in a dialogue such as (15) man-

ifests its speaker’s intention: a complex, symbolic mental representation that characterizes the

speaker’s utterance in grammatical terms, links the utterance to the context, and describes the con-

tribution to the collaboration that the speaker commits to making with the utterance. The dialogue

itself proceeds through interlocutors’ reasoning about these intentions: the speaker produces each

21



utterance by formulating suitable intentions, while the hearer understands each utterance by rec-

ognizing the intention behind it. When this coordination is successful, interlocutors succeed in

considering the same representations of utterance meaning as the dialogue proceeds.

Of course, representations of pragmatic interpretation, like all intention representations, should

provide a resource for action and cooperation beyond just acting and understanding. A recognized

interpretation may help shape questions and elaborations, as in (15b) and (15c). In response to

B’s answer,A proposes a possible refinement ofB’s interpretation.A specializesB’s vocabulary

but preserves much of the structure ofB’s utterance, its links to context, and its function for the

ongoing task. See (Clark and Wilkes-Gibbs, 1986; Heeman and Hirst, 1995). Coordination at the

level of pragmatic interpretation may also help to signal satisfactory understanding, as in (15d).

HereB repeats not onlyA’s words themselves, but also their interpretation, in order to mark this

interpretation as recognized and its contribution as shared (Brennan, 1990; Brennan and Clark,

1996).

More generally, of course, a cognitive science of language use is responsible not only to explain

adult conversation, but also to elucidate its relationship to other cognitive abilities in ourselves and

other species, and to account in particular for infants’ ability to learn language. I am intrigued by

the synergy with related work that a computational theory of pragmatics along Gricean lines might

afford. For example, in characterizing language use in terms of representations of intentions, it

plays into a tradition beginning with Aristotle and continuing with such work as (Sperber, 2000) in

linking human language to a representational understanding of one’s own and others’ mental states

that is uniquely human. Meanwhile, intention-based pragmatic representations seem necessary to

flesh out the rich bootstrapping view of language acquisition that theorists increasingly adopt—see

(Gillette et al., 1999; Seidenberg and MacDonald, 1999; Bloom, 2000), or the chapter by Trueswell

and colleagues (this volume)—in which acquisition of language depends on integrating multiple

sources of evidence, including not only observed utterances and innate constraints of grammar but

also learners’ understanding of and interaction with the people whose language they learn.
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Notes

1. This paper benefits from feedback from audiences at the CUNY conference in Philadelphia,

at the Rutgers Cognitive Science Center, at Rutgers Semantics Workshops, and at Johns Hopkins,

Harvard, UCLA, USC, MIT and King’s College London. Thanks to John Trueswell, Doug

DeCarlo and Louis ten Bosch for detailed comments on the written version. The work described

here was supported in part by NSF research instrumentation 9818322, by a sabbatical leave from

Rutgers, and of course the organizers of CUNY 2001.

2. As observed from quite different perspectives by (Geis, 1995; Seidenberg and MacDonald,

1999), pragmatics seems to invite this broadening of the traditional understanding of competence.

Barry Schein, John Hale and Bob Frank independently observed the relevance of this issue to my

research.

3. Of course this idealization should not obscure the potential importance of such social

language not only for cognitive science (Brown and Levinson, 1987) but even for

human-computer dialogue (Cassell and Bickmore, 2002).

4. Computational researchers’ interest in task-oriented dialogue has persisted from early work

on domain-specific question-answering systems (Green et al., 1961; Woods, 1968; Winograd,

1973) to such current efforts in spoken dialogue agents as (Allen et al., 1995; Ferguson and Allen,

1998; Wahlster, 2000).

5. In formal psychology, these problems are regarded as part of a commonframe problem.

However, in the AI literature, the frame problem refers to a technical problem of axiomatizing

temporal change compactly, for which numerous solutions are now available. So I stick to the

more specific terms here. For the AI terminology, see particularly (Shoham, 1988).

6. In this connection, it is instructive to regard intentions as meta-representations which

duplicate or re-represent information available to one cognitive system so as to expose that

information to other kinds of processing. See the papers in (Sperber, 2000).
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