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Abstract

We estimate classification models of deceptive discussions during quarterly earnings
conference calls. Using data on subsequent financial restatements (and a set of criteria
to identify especially serious accounting problems), we label the Question and Answer
section of each call as “truthful” or “deceptive”. Our models are developed with the
word categories that have been shown by previous psychological and linguistic research
to be related to deception. Using conservative statistical tests, we find that the out-
of-sample performance of the models that are based on CEO or CFO narratives is
significantly better than random by 4%- 6% (with 50% - 65% accuracy) and provides
a significant improvement to a model based on discretionary accruals and traditional
controls. We find that answers of deceptive executives have more references to general
knowledge, fewer non-extreme positive emotions, and fewer references to shareholders
value and value creation. In addition, deceptive CEOs use significantly fewer self-
references, more third person plural and impersonal pronouns, more extreme positive

emotions, fewer extreme negative emotions, and fewer certainty and hesitation words.
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1.  Introduction

Assessing whether reported financial statements are intentionally misstated (or manipulated)
is of considerable interest to researchers, creditors, equity investors, and governmental regula-
tors. Prior research has used a variety of accounting-based models to uncover manipulations
(e.g., [Jones| [1991], Dechow and Dichev| [2002], McNichols| [2000], Dechow et al.| [2010]). In
addition, professional organizations, such as Audit Integrity Inc., have developed heuristics
based on accounting relations to provide warning signs of manipulationﬂ Despite extensive
prior research, the ability of these models to identify and predict accounting manipulations
is modest.

In this paper, we take a different approach to the prediction of financial statement ma-
nipulations by analyzing linguistic features present in answers of CEOs and CFOs during
quarterly earnings conference calls. In particular, we examine the Question and Answer
(Q&A) narrative in conference calls for linguistic features that predict “deceptive” reporting
of financial statements. Our study is grounded in psychology and deception detection re-
search, which finds that the language composition of true narratives differs from that of false
narratives. Our primary assumption is that CEOs and CFOs know whether financial state-
ments have been manipulated, and their spontaneous and (hopefully) unrehearsed narratives
provide cues that can be used to identify lying or deceitful behaviorE]

Using the electronic transcripts of quarterly conference calls from FactSet Research Sys-
tems Inc. and restatements identified by Glass, Lewis and Co., we build prediction models
for the likelihood of deception in quarterly financial statements. We label conference call

narratives as “deceptive” if they involve substantial subsequent restatement of net income

1See: http://www.auditintegrity.com/.

20ur approach does not use the formal presentation text from conference calls because this part of the
presentation has been rehearsed by executives, and reviewed by the general counsel, the outside legal counsel,
and the investor relations function. As discussed later, we believe that this formal text is an inferior corpus
for detecting deception relative to the more spontaneous Q&A discussion.



and are associated with more severe types of restatements such as the disclosure of a material
weakness, the change of an auditor, a late filing, or a From 8-K filing. In out-of-sample tests,
we find that our linguistic classification models based on CFO (CEO) narratives perform
significantly better than a random classifier by 4% - 6% with the 50% - 65% of narratives
correctly classified. We also find that the model based on linguistic (word) categories has
significantly better predictive performance compared to a model based on discretionary ac-
cruals.

In terms of linguistic features of deceptive narratives, we find that deceptive CEOs and
CFOs use more references to general knowledge, fewer non-extreme positive emotions words,
fewer references to shareholders value and value creation. However, we also find substantial
differences between CEOs and CFOs. Deceptive CEOs use significantly fewer self-references,
more third person plural and impersonal pronouns, fewer extreme negative emotions words,
more extreme positive emotions words, fewer certainty words, and fewer hesitations. In
contrast, deceptive CFOs do not have extreme negative emotions and extreme positive emo-
tions words significantly associated with deception. These results are generally consistent
with prior theoretical and empirical studies of deception in psychology and linguistics.

Overall, our results suggest that linguistic features of CEOs and CFOs in conference call
narratives can be used to identify deceptive financial reporting. Unlike extant accounting-
based models that impose stringent data requirements, this linguistic approach can be applied
to any company that has a conference call. It is also useful to highlight that predicting
accounting manipulation is an extremely difficult task, and high levels of performance are
unlikely for this initial study (i.e., the proverbial “needle in the haystack” problem). Despite
this caveat, we believe that our initial results are sufficiently interesting that it is worthwhile
for researchers to consider linguistic features when attempting to measure the quality of
reported financial statements.

The reminder of the paper consists of seven sections. Section 2 provides a review of



how the prior accounting and finance work measures linguistic features of press releases, for-
mal Securities and Exchange Commission (SEC) filings, and other similar text documents.
Section 3 discusses the theoretical justification for the word categories that we use to es-
timate our classification models. The sample construction is discussed in Section 4, and
measurement, and econometric choices are developed in Section 5. The primary results for
our linguistic prediction models are presented in Section 6, and extensions in Section 7.
Concluding remarks, limitations, and suggestions for future research are provided in Section

8.

2. Prior Research Analyzing Linguistic Features

Recent papers in accounting and finance analyze various linguistic features inherent in formal
corporate disclosures (e.g., Demers and Vega [2010], |Li [2006], |Li [200§], Li [2010], Loughran
et al.| [2009]), press releases (e.g., [Davis et al. [2007], [Henry and Leone| [2009]), media news
(e.g., [Tetlock| [2007], |Tetlock et al.| [2008], (Core et al. [2008]), and internet message boards
(e.g., Antweiler and Frank| [2004], |Das and Chen [2007]). These studies essentially measure
the positive (optimistic) or negative (pessimistic) tone.ﬂ However, as we discuss below, they
differ in the linguistic cues under consideration and techniques for extracting them. For
example, some studies count presence of particular words, whereas others analyze overall
tone of the message. Researchers use hand-collected lists of words, simple word counts from
psychosocial dictionaries, and estimates produced by natural-language processing classifiers.

Some prior work assumes that a carefully selected list of words can capture a particular
linguistic characteristic. For example, |Li [2006] examines risk sentiment of annual 10-K

filings; where risk sentiment is measured by counting words related to risk (“risk”, “risks”,

3Studies in accounting and finance typically analyze the formal text of the 10-K, MD&A sections, press
releases, etc. This is potentially problematic because these texts are highly structured and likely reviewed
by the legal and investor relations staff. As a result, they may not be diagnostic with respect to deception,
which is the focus of our research.



“risky”) and uncertainty (“uncertain”, “uncertainty”, “uncertainties”). |Core et al.|[2008]
analyze newspaper articles about CEO compensation and identify articles that have negative
tone by keywords. Similarly, |[Loughran et al. [2009] suggest a list of ethics-related terms that
they search for in 10-K annual reports.

Although a useful approach, hand-collected lists of words can be confounded by poten-
tial subjectivity and miss important dimensions that are captured by more comprehensive
psychosocial dictionaries and automatic classifiers. However, an advantage of this approach
is that hand collection forces a researcher to identify the linguistic dimension of interest and
the precise words that are related to this construct.

Another strand of this literature employs psychosocial dictionaries to count words that
reflect particular characteristics of the text such as General Inquirer (GI) or Linguistic In-
quiry and Word Count (LIWC) (Pennebaker et al. [2007]). For instance, Tetlock [2007]
examines investor sentiment extracted from the “Abreast of the Market” column in the Wall
Street Journal by measuring the pessimism index that is composed of mostly negative and
weak words from the GI dictionary. Kothari et al.| [2008] also use GI to count negative and
positive words in disclosures by management, analysts’ reports and business news. Davis
et al.| [2007] measure linguistic style (tone) in earnings press releases using software package
DICTIONH They count the fraction of words that are optimistic (praise, satisfaction, and
inspiration) and pessimistic (blame, hardship, denial).

Similarly using LIWC word categories as our study, Li [2008]| examines disclosures made in
annual reports counting linguistic features related to obfuscation such as relative frequency
of self-reference words, causation words, positive emotions words, and future tense verbs.
He finds that more causation words, less positive words, and more future tense verbs are
associated with less persistent positive earnings, which is consistent with an obfuscation

(probably lying) story.

4See: http://www.dictionsoftware.com/index.php.



There are several issues with using psychosocial dictionaries. Perhaps most important,
word counting programs do not differentiate between several meanings of words with the same
appearance. Pure word counting also does not categorize combinations of words (or phrases)
that might possess different meanings from the constituent words. Equally problematic, most
of the general dictionaries are not compiled for analyzing business communication. However,
assuming that word counting is valid for the research setting, this approach is parsimonious,
replicable, and transparent.

Another approach is to apply text classifiers from computational linguistics such as Naive
Bayesian algorithm. For example, Antweiler and Frank| [2004] examine 1.5 million messages
posted on Yahoo!Finance and Raging Bull for 45 companies in the Dow Jones Industrial
Average and the Dow Jones Internet Index. Messages are automatically classified into {BUY,
HOLD, SELL} category. Similarly, Balakrishnan et al. [2010] use text classification to assign
manufacturing firms as out-/under-performing based on narrative disclosures in their 10-
K filings. With respect to association between the tone of forward-looking statements in
the MD&A of 10-K and 10-Q filings, [Li [2010] concludes that the tone measure estimated
by Naive Bayesian classifier is significantly positively associated with future performance,
whereas the tone measures extracted using traditional dictionaries (Diction, GI, LIWC) are
not associated with future performance.

Despite its sophistication, one of the issues with automatic classification is that the
classifiers and dictionaries produced may be highly sample specific, and thus have weak
diagnostic power on new data. This deficiency can be somewhat alleviated by incorporating
domain-specific knowledge. For example after automatically generating the word list, a
researcher can complete the list with domain-specific synonyms from a lexical database such
as WordNet [l

Prior accounting and finance research has provided a number of interesting correlations

°See: http://wordnet.princeton.edu/.



between linguistic cues and firm performance outcomes. However, with the possible exception
of obfuscation analysis by |Li [2008], there is little prior work on using linguistic features to
identify deceptive reporting behavior by corporate executives. The purpose of this paper is
to use linguistic analysis to develop a predictive model for deception or lying about financial

performance by CEOs and CFOs.

3. Development of Word Categories

3.1 THEORETICAL BACKGROUND

We base our theoretical development of word categories on the extensive review and analysis
provided by [Vrij| [2008] f| As discussed in [Vrij [2008], the common theoretical perspectives
used to explain an individual’s nonverbal behavior during deception may be also used to
explain verbal content of a deceptive speech. These four perspectives include emotions,
cognitive effort, attempted control, and lack of embracement theories.

First, the emotions perspective hypothesizes that deceivers feel guilty and are afraid to
be caught in a deceptive act. Consequentially, they can experience negative emotions that
are manifested in both negative comments and negative affect. Deceivers are also likely to
use general terms and not to refer explicitly to themselves. As a result of this dissociation,
their statements are often short, indirect, and evasive.

Second, proponents of the cognitive effort perspective argue that fabricating a lie is
difficult. That is, if a liar has little or no opportunity to prepare or rehearse, his/her verbal
statements are likely to lack specific detail and include more general terms. Similar to
the emotions perspective, this cognitive perspective implies fewer self-references and shorter
statements. Thus, a liar may sound implausible and non-immediate, telling a story that

avoids mentioning any personal experiences.

OVrij| [2008] reviews 69 studies (published in English) that examine the verbal behavior of liars and
truth-tellers.



Third, control perspective theorists argue that liars avoid producing statements that
are self-incriminating. As a result, the content of deceptive statements is controlled so that
listeners would not easily perceive it to be a lie. Consistent with the aforementioned theories,
this perspective implies general, non-specific language, fewer self-references, short statements
with little detail, and more irrelevant information as a substitute for information that the
deceiver does not want to provide. For example, a liar speaks with greater caution, using a
greater number of unique words to achieve lexical diversity. In contrast, truth-tellers often
repeat the information they have provided; such repetition leads to less lexical diversity.

On the other hand, attempted control may also lead to a very smooth speech when a
narrative is prepared and rehearsed in advance, whereas truth-tellers often forget (or adapt)
what they have said previously[] In contrast to the cognitive effort perspective, the attempted
control theory implies that well-prepared answers are likely to contain fewer hesitations, more
specific statements, and a reduced number of general claims.

Finally, the advocates of the lack of embracement perspective argue that liars appear to
lack conviction because they feel uncomfortable when they lie, or they have not personally
experienced the supposed claims. This perspective implies that liars use more general terms,
fewer self-references, and shorter answers.

Overall, psychological and linguistic theories suggest that liars are more negative and
use fewer self-references. However, depending on the theoretical perspective (cognitive ef-
fort or attempted control) and whether the questions are expected and the answers are
well-rehearsed, the associations between specific linguistic features and deception are am-
biguous. The next subsection describes specific verbal cues of deception that we include in

our prediction models.

"Hence, to gain some insight into conference calls, we discussed this disclosure format with several investor
relations consulting firms. They all suggested that a conference call is an important event that involves
considerable preparation (and “rehearsal”) by the management team on a range of possible questions that
are likely to be asked (specifically of the CEO and CFO).



3.2 LIST OF WORD CATEGORIES

Although not a specific word category, several papers use response length measured by the
number of words as a deception cue (e.g., DePaulo et al. [2003], Newman et al. [2003]).
For instance, DePaulo et al. [2003] hypothesizes that liars are less forthcoming than truth-
tellers and, as a result, their responses are brief. Similarly, advocates of emotions, cognitive
effort, and lack of embracement perspectives argue that deceivers produce shorter statements.
In contrast, the attempted control perspective suggests that a falsified story can be well
rehearsed, elaborate, and longer. Thus, there is ambiguity about the direction of association
between word count and untruthful statements]

Our measurement strategy for the remainder of the word categories is to use well-
developed word lists (e.g., LIWC and WordNet) where appropriate. As described below,
LIWC is a source for positive and negative emotions words, pronouns, certainty and tenta-
tive words , and speech hesitations. We expand some categories by adding synonyms from
a lexical database of English WordNetﬂ (Table 1, Part B). To establish word categories spe-
cific to deception in the conference call setting, we examined ten transcripts for the quarters
that have their financial results being subsequently restated. Based on our reading of these
transcripts, we create word lists for references to general knowledge, shareholders value, and
value creation. The description of word categories, typical words included in each category,
prior research supporting the category, and hypothesized signs of association with untruthful
narratives are summarized in Table 1.

The literature suggests that the use of first-person singular pronouns implies an individ-
ual’s ownership of a statement, whereas liars try to dissociate themselves from their words
due to the lack of personal experience (Vrij [2008]). Dissociation might induce greater use of

group references rather than self-references. Accordingly, liars are less immediate than truth-

8Response length is highly positively correlated with our measure of lexical diversity defined as the number
of distinct words. As a result, we include only response length in our analysis.
9http://wordnet.princeton.edu/



tellers and refer to themselves less often in their stories (Newman et al.| [2003]). Similarly,
Bachenko et al.| [2008] argues that deceptive statements may omit such references entirely.
Regarding references to others, Knapp et al. [1974] find that deceivers typically use more
references to other people than truth-tellers; whereas Newman et al.| [2003] find the opposite
result.

Consistent with prior literature, we hypothesize that deceptive executives have fewer
self-references (I) and more first-person plural pronouns (we) in their narratives. Consistent
with prior studies, third-person plural pronouns (they) have ambiguous association with
deception. We also use the impersonal pronouns (ipron) category, which includes words
related to general statements (such as everybody, anybody, and nobody), as an indicator
of deception. Although the association with deception is theoretically ambiguous, prior
research generally finds that deceivers use more generalizations. We also hypothesize that
deceptive statements include more references to general (or audience) knowledge in order to
gain credibility. We construct a new word category to measure the use of references that

¢

is references to general knowledge (genknlref), which includes phrases such as “you know”,
“others know well”, etc.

Next, negative statements are recognized as indicators of a deceptive message (e.g.,
Adams and Jarvis| [2006]). Accordingly, |Vrij [2008] argues that lies often include statements
indicating aversion towards a person or opinion, such as denials and statements indicating a
negative mood. To capture this dimension, we use the LIWC categories of negation, anxiety,
swear words, anger, assent, and positive emotions. We hypothesize that negation, anxiety,
swear words, and anger are positively related to deceptive statements, whereas assent and
positive emotions are negatively related to deception. In addition, for positive and negative

emotions words, we differentiate between “extreme” and “non-extreme” words. In particu-

lar; we hypothesize that in our setting executives are using extreme positive emotions words

10



such as “fantastic” to sound more persuasive while making a deceptive claim.ﬂ We expect
to observe a positive association between extreme negative emotions words and deception.

According to the lack of embracement perspective, liars lack conviction and differ from
truth-tellers on the degree of certainty in their statements. To reinforce this concept, previous
studies (e.g., Adams and Jarvis [2006], Bond and Lee [2005], Newman et al.| [2003]) argue
that tentative words imply distance between the speaker and his/her statements. Hence, we
expect a positive relation for tentative (tentat) words and a negative relation for words that
connote certainty (certain) with deception.

Finally, based on our reading of ten likely deceptive transcripts, we develop two categories
“shareholders value” (includes phrases such as “shareholder welfare”, “value for investors”,
etc.) and “value creation” (includes phrases such as “creates value”, “unlocks value”, etc.)
and expand the LIWC list of hesitations. Similar to the discussion above, there is ambiguity
about the direction of association with deception for these categories. Specifically, according
to the cognitive effort perspective, liars should use more hesitation words; whereas accord-
ing to the control perspective, liars should use fewer hesitation words due to preparation.
Similarly, if “shareholders value” and “value creation” categories capture the general na-
ture of statements made by executives, we would expect a positive relation with deception.
However, consistent with the control perspective, liars can consciously avoid the use of these
categories in order to mitigate the personal consequences that can arise from shareholder
lawsuits after the discovery of accounting malfeasance. Under this scenario, we would expect

a negative relation between the use of “value” statements and deception.

10To construct both categories of extreme positive and negative emotions words, we selected the words
that in our opinion express strong emotions from correspondingly posemo and negemo LIWC categories and
completed the lists by adding synonyms for these words from WordNet.

11



4. Sample

We construct our sample using a comprehensive set of conference call transcripts provided
by FactSet Research Systems IDCH We consider all available transcripts of quarterly earn-
ings conference calls for the U.S. companies over the time period from 2003 to 2007. The
transcripts are in .zml format (an example of the Earnings Conference Call for the first
quarter of 2007 for Staples Inc. is presented in Appendix A). A total of 29,663 transcripts
were automatically parsed.

As illustrated in the Appendix A.1 (.zml file), the typical conference call consists of a
Management Discussion section and a Question and Answer (Q&A) section. Our discus-
sions with investor relations professionals indicate that Management Discussion section is
thoroughly prepared and screened by legal and investor relations departments, and, thus,
we believe that this text is not a desirable data source for detecting executive deception. In
contrast, although there is likely to be some preparation provided to CEOs and CFOs for
expected questions from analysts, the Q& A section is more likely to be spontaneous. Since
spontaneous speech in the Q&A section has more potential to provide insights into executive
deceptive behavior, this text (or corpus) is our primary data source.

The transcript of a conference call is generally well structured, and this enables us to
automatically extract the necessary data for the linguistic analysis . The first part of a file
contains names of corporate representatives, outside participants, and their speaker iden-
tifiers. In addition, transcripts have an operator (who coordinates the call) with his/her
own identifier. There are three types of phrases that can be found in Q&A sections: oper-
ator’s introductory phrase, answer, and question. In general, each speaker has an identifier
and a type of the phrase that belongs to him/her (question or answer). We assume that

all answer phrases belong to corporate representatives and all question phrases belong to

HSee: http://www.factset.com /data/factset_content/callstreet
1%
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outside speakers. In order to identify each speaker, it is necessary to know his/her specific
identifier. However, speaker identifiers are not provided consistently, and we make several
assumptions in our parsing algorithm. Since the operator introduces each new outside partic-
ipant, we assume that the same participant keeps asking questions until operator introduces
another participant. Further, because the operator does not typically introduce corporate
representatives at the Q&A section of a conference call, we assume that the same corpo-
rate representative continues to answer questions until a new corporate representative is
identified.

Our parsing algorithm of .xml files involves the following: (i) an operator phase precedes
the first question in a session, otherwise, questions and answers are not recorded, (ii) the
same speaker keeps asking questions until operator interrupts, (iii) the same speaker keeps
answering questions until new speaker who also answers questions interrupts, and (iv) a
question must come first after operator speaks. This procedure produces a database where
we can track the question posed by a speaker and the answer from a corporate representative
that follows after a particular question.

We define an instance as all answers of a corporate representative (e.g. CEO, CFO, COO,
etc.) at a particular conference call. For example, Appendix A.2 presents the records in the
database that correspond to the Q1 2007 conference call of Staples Inc. There were five
people answering questions at Staples’s conference call. Moreover, from the header of .xml
file, we can find title of a corporate representative. As an example of an instance, we present
the partial text for JOHN MAHONEY (the CFO of Staples Inc.) in Appendix A.3Er]

Since CEOs and CFOs are the most likely to know about financial statement manipu-

lation, and these executives are the most common participants on the conference call, we

120ne undesirable feature of the conference call is that the names for corporate individuals can be written
differently on the same transcript, and each different name is given its own speaker id. For instance, BEDI
AJAY SINGH can be called BEDI SINGH or EDWARD PARRY as ED PARRY or RICHARD NOTEBAERT
as DICK NOTEBAERT and so forth. To achieve better accuracy in compiling all instances of the same
person at a particular conference call into one instance, we manually correct these inconsistencies.

13



develop separate data file for CEOs and CFOs. We constrain the length of an instance to be
greater or equal to 150 words which corresponds approximately to an answer to one question.
Our CEO sample has 16,577 instances and CFO sample has 14,462 instances.

We also develop another sample (DAC sample) which combines instances for CEO/CFO
and the necessary accounting variables for the estimation of the model with discretionary
accruals. To construct the DAC sample, we take the overlap of the CEO and the CFO
sample and require non-missing values for the computation of discretionary accruals and
other control variables (described below). The DAC sample has 5,181 instances.

The descriptive statistics for our samples are presented in Table 2.@ Approximately 90%
of our firms are listed on NYSE or NASDAQ (Panel A). We find that industry distribution
in our sample is close to the Compustat industry distribution (Panel B). Our sample is also
significantly larger in terms of market capitalization, total assets, and sales. Further, firms
from our sample are more profitable in terms of ROA and profit margin, have significantly

greater free cash flows, and equivalent sales growth relative to the Compustat population.

5. Methodology

5.1 MEASUREMENT ISSUES

In studying verbal cues of deception, previous research often uses controlled experiments
where participants are asked to lie or to tell the truth (e.g., Newman et al. [2003], Bond and
Lee, [2005], Hobson et al.| [2010]). This design allows certainty about whether a statement
is deceptive or not, but the somewhat contrived nature of this type of experiment can
differ immensely from real world lying and result in serious threats to external validity.
In contrast, we analyze a real world setting where we know that the quarterly financial

statements discussed by the CEO and CFO during the conference call were subsequently

13We only present descriptive statistics for the middle year of our sample, 2005, in order to be parsimonious.
The descriptive statistics are comparable for the other years.
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restated. We assume that these executives either intentionally manipulated the financial
reports or that they have knowledge that they are providing investors with false information
during the call["]

We use data from Glass, Lewis & Co. to identify quarterly reports that are restated
by each firm. These data cover restatements announced during the time period from 2003
to 2009. In order to identify serious restatements, as opposed to “trivial” restatements, we
require deceptive conference calls to exhibit a material weakness, a late filing, an auditor
change, or a disclosure using Form 8-K. A material weakness implies that there is a deficiency
in the internal controls over financial reporting that can make it easier for executives to
manipulate. An auditor change can be a signal about deficiency in monitoring. A late
filing implies that it takes time for a firm to correct the accounting, which suggests that the
manipulation is complex and possibly intentional. Finally, [Plumlee and Yohn! [2008] show
that a Form 8-K filing is related to more serious restatements.

We conjecture that verbal cues of deception are more likely to be observed when the
restatements are relatively large. Our measure for the size of manipulation is computed
by accumulating the bias in reported net income over all restated quarters in Glass, Lewis
& Co. dataﬂ We compute the bias for a given quarter as the difference between net
income originally reported for the fiscal quarter and the latest value of net income available
in Compustat Point In Time History table. Point In Time History table has an additional

time dimension for each quarter end date (datadate) that identifies the end of the month

14We acknowledge that our approach to labeling a transcript as deceptive has measurement error related
to whether the conference call participants actually know about the deception. To mitigate this concern,
we impose several criteria for labeling transcripts as deceptive, which reflect different degrees of restate-
ment seriousness. In addition, our statistical analysis is likely produce conservative results because some
manipulated quarters are never restated or restated outside of the time period we examine.

5For instance, for a hypothetical firm that files two restatements for three quarters (e.g., one restate-
ment is for Q1 2002, and the second restatement is for Q1 2001 and Q3 2002), we define the corre-
sponding bias for each restated quarter as Biasgi 2001 = dNIQqQ1 2001, Biasgi 2002 = dNIQg1 2001 +
dNIQQl 2002, Biang 2002 — dNIQQl 2001 + dNIQQl 2002 + dNIQQg 2002, where dN[Qf is the difference
between net income originally reported for fiscal quarter ¢ and the latest value of net income available in the
Compustat Point In Time data for this quarter.

15



that the data value is the part of Compustat (pointdate) that has maximum spread of 60
monthsm Specifically, for every quarter, we take a value of net income that corresponds to
the earliest pointdate (i.e., the value that is originally reported) and as the latest value of
net income we take the value that corresponds to the latest pointdate (i.e., the value for that
quarter net income that is last available in Compustat according to Point In Time History
table). If net income is restated then the original value differs from the latest available value.
Following [Palmrose et al.| [2004], we scale cumulative measure of the bias in net income by
the originally reported total assets.

In order to provide insight into whether linguistic features of deception vary with the size
of a restatement, we separate instances into several categories according to a set of criteria
summarized in Appendix Bm These criteria are the no-threshold (NT) criterion that ignores
the magnitude of the bias, the absolute value of bias criteria for the bias that is greater than
25th (AS25) and 50th (AS50) percentiles of the non-zero absolute value of bias distribution,
and the positive value of bias criteria for the bias that is greater than 25th (PS25) and 50th
(PS50) percentiles of the non-zero positive value of bias distribution. We interpret deception
as any deviation from the truth (i.e., the sign of the bias should not matter), and thus we
primarily focus on the NT, AS25, and AS50 criteria. We discuss the results obtained from
other deception criteria in Section 7.

The frequency of deceptive firm-quarters (labeled as deceptive under the NT, AS25, and
AST5 criteria) by year is presented in Table 3. Years 2003, 2004 and 2005 have the highest
rate of deceptive firm-quarters. This result is likely due to the fact that there is more

time after the accounting manipulation for detection.ﬁ As should be expected, the overall

16Gee: Overview of COMPUSTAT Preliminary, Unrestated and Point-in-Time Datasets on WRDS.

1"We could label as deceptive only restatements that are related to SEC enforcement actions or secu-
rity litigation. However, this considerably restricts the number of deceptive transcripts. Moreover, SEC
enforcement actions and security litigation appear to be subject to a selection bias (e.g., (Correia) [2009])

18This observation highlights that there is likely to be more measurement error in assigning instances to
the deceptive category for 2006 and 2007. This measurement problem will reduce the power of our statistical
analysis, and thus produce conservative statistical tests.
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percentage of deceptive firm-quarters is the highest for the less restrictive N'T criterion which
is 13.59% (14.20%) for the samples of CEOs (CFOs) and the lowest for the most restrictive
AS50 criterion which is 4.98% for the both samples of CEOs and CFOs (Table 3).

In order to build a classification model, we convert each instance into a vector in the space
of word categories summarized in Table 1. To construct word-based variables, we compute
a number of words present in the transcript of Q&A in each category. Similar to most of the
prior literature, we assume that an instance is just a “bag-of-words” (i.e., the position of a
word in a sentence is irrelevant for classification, and “context” is ignored). To count words
in word categories specified in Table 1, we use R text-mining package tm (Feinerer et al.
[2008], [Feinerer| [2010]). We divide the counts by the total number of words in the instance
(instance length) and multiply by the median instance length in the sample. This procedure
standardizes word counts in such a way that a unit increase in the standardized word count
corresponds to a one word increase in the document of the sample-specific median length.

Descriptive statistics for the word-based variables for the samples of CEOs and CFOs
are presented in Table 4. CEOs have much longer instances than CFOs with the mean
(median) instance length for CEOs of about 1,811 (1,611) words and the mean (median)
instance length for CFOs of about 987 (777) words. Both CEOs and CFOs have impersonal
pronouns as the largest category in References with references to general knowledge having
the lowest word count. The largest category for Positives/Negatives is non-extreme positive
emotions words with negations being the second largest category. As might be expected,
the category of swear words has the lowest count. Both executives use almost twice as
many tentative words as words expressing certainty. There ere are very few hesitations,

shareholders value, and value creation words in transcripts’ Q& As.
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5.2 ECONOMETRIC ISSUES

Similar to traditional classification research, we estimate a simple binomial logistic model.
The outcome variable is coded as one if a conference call is labeled as deceptive and zero
otherwise. To estimate the prediction error of a classifier, it is necessary to estimate the out-
of-sample prediction error, because the in-sample prediction error is very optimistic estimate
of the prediction error on a new data set. One approach is to randomly split the sample into
two parts, and use one part to estimate the model and the other part to obtain the out-of-
sample prediction error using the estimated model. However, deceptive outcomes are rare
events and single split may not provide enough variation to fit the model and to consistently
estimate the out-of-sample prediction error.

To obtain a consistent estimate of the prediction error, we perform cross-validation which
is generally recommended for finite samples (Efron and Tibshirani| [1994], Witten and Frank
[2005], |Hastie et al. [2003]). Specifically, the K-fold cross-validation is implemented in the
following manner: (1) data is split into K roughly equal samples (folds); (2) k: k=1,.... K
fold is fixed; (3) the model is estimated using K — 1 folds ignoring the kth fold; (4) perfor-
mance of the model is evaluated using the kth fold. These steps are repeated K times where
the £k = 1,.., K. Although, there is no theoretical justification for a particular number of
folds K, 10-fold cross-validation repeated 10 times is commonly applied in practice (Witten
and Frank| [2005]). We use this heuristic to estimate our prediction error.

We also implement a stratified cross-validation that implies that the proportion of de-
ceptive and non-deceptive instances in each random data split is the same as in the original
sample. Using the cross-validation, we can estimate the mean out-of-sample performance of
a particular model and compare across different models. When we compare different models,
we evaluate these models using the same split of data. Specifically, we split data first, fix
the fold, and then estimate or evaluate different models using the same folds.

Since deceptive instances are rare events, if all instances have equal weight, it can be
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optimal to simply classify all deceptive instances as truthful. To deal with this uninformative
choice, classification studies typically impose a greater weight on a rare class (Witten and
Frank [2005]). In the estimation sample, we impose a unit weight on truthful instances and
the greater weight on deceptive instances, which equals to the number of truthful instances
divided by the number of deceptive instances.@ This procedure balances the overall weight
placed on truthful and deceptive instances.

There are a number of performance measures that are used in classification studies.
The primary performance measures are the accuracy, the true positive rate (TPR), the false
positive rate (FPR), and the precision. These measures can be defined using the contingency
table that represents the outcomes from a set of predictions. The traditional contingency

table is as follows:

Predicted Class

Deceptive Truthful

Deceptive | True Positives False Negatives
Actual Class
Truthful | False Positives True Negatives

We take deceptive instances as a positive class and truthful instances as a negative class.
The True Positives (TP) are the number of deceptive instances classified as deceptive; the
False Negatives (FN) are the number of deceptive instances classified as truthful; the False
Positives (FP) are the number of truthful instances classified as deceptive; and the True
Negatives (TN) are the number of truthful instances classified as truthful. The resulting

performance measures of interest are:

) TP +TN — TP

= /A =

= TPy TNy PP+ FN D T TP FP
TP FP

TPR- ——— FPR— —— -
i TP+ FN’ R FP+TN

19This weight is about the same as in the original sample because stratified split preserves the proportion
of deceptive and non-deceptive instances in the sample.
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As discussed in Fawcett| [2006], the TPR and FPR can be combined in a Receiver Op-
erating Characteristics (ROC) graph, which is the standard technique for visualizing and
selecting classifiers. ROC graphs for two-class problems are two-dimensional graphs in which
the TPR is plotted on the y-axis, and the FPR is plotted on the x-axis. If an output of
a classifier is the probability of a positive class (as in our binary setting), each probability
cutoff for assignment to the positive class will produce a point in the ROC (the TPR and
FPR) space. Specifically, each cutoff defines which observations are classified as truthful or
deceptive and enables us to build a contingency table to compute the TPR and FPR. By
varying cutoffs for the probability of the positive class, it is possible to draw the entire ROC
graph. Three important points in the ROC space are (0,0), which corresponds to issuing
a positive classification (i.e., no false positive errors due to no positive assignments), (1,1)
which corresponds to unconditionally issuing positive classifications (i.e., all positives are
labeled correctly, and all negatives are erroneously classified), and (0, 1) which corresponds
to perfect classification (i.e., all positives are issued correctly and no negatives incorrectly
labeled as positives) (Fawcett| [2006]).

As explained by Fawcett| [2006], random guessing (random classifier) corresponds to the
diagonal in the ROC space. For example, if the classifier randomly guesses positives 50%
of the time, half of the positives and half of the negatives should be correct, representing
the (0.5,0.5) point in the ROC space. If the random classifier guesses positives 80% of the
time, it is expected to get 80% of the positives correctly and 80% of negatives incorrectly
producing (0.8,0.8) in the ROC space. In other words, a random classifier is some point
on the diagonal in the ROC space. Therefore, in order to move from the diagonal into the
upper triangular region, a classifier must have the ability to correctly predict outcomes by
exploiting some information in the data.

ROC graphs do not depend on the class distribution, because the TPR and FPR are row-

based ratios. Independence on the class distribution implies that ROC graphs are not affected
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by the rarity of positive instances in our study. It is possible to reduce the performance of a
classifier to a single scalar by considering the area under the ROC graph (AUC). As discussed
in [Fawcett| [2006], the AUC is equivalent to the probability that a randomly chosen positive
instance will be ranked higher by a classifier than a randomly chosen negative instance”]

We test the AUC for our classifiers against the AUC for a random classifier with the
t-statistic developed using cross-validation. More specifically, we perform 10-fold cross-
validation repeated 10 times, which means that we have 100 out-of-sample performances.
These 100 observations are used to compute the necessary t-statistics.

To compare the performance of the models that use words or discretionary accruals, we
compute the AUC for every out-of-sample run and perform paired t-tests for the significant
difference in the means of AUC. We can use paired t-tests, because the classifiers are esti-
mated and tested on the same iteration-specific data splits. This approach enables us to test
for differences in AUCs across various models (e.g., the CEO word-based model versus the
CFO word-based model or the CEO word-based model versus the CEO word-based model
and the discretionary-accruals-based model).

Two other traditional performance measures are the accuracy and the precision. The
accuracy is the rate of observations classified correctly, and the precision is the rate of true
positives among those observations that are classified as positive. One might argue that the
precision is the single most useful performance measure (i.e., we want to identify deceptive
observations). However, the precision does not take into account how good the classifier is
in detecting positives. The precision only measures how many of the observations classified
as positives are really in the positive group. It is possible to have a very high precision when
very few of the observations are classified as positive. Thus, the AUC is a more prominent
measure for assessing a classifier performance than the precision.

Finally, to test the hypotheses related to specific verbal cues or word categories, we

20T his probability equals 0.5 for a random classifier that is the area under the diagonal in the unit square.
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perform a stratified bootstrap to obtain confidence intervals (Efron and Tibshirani [1994]).
In particular, we draw (with replacement) a random sample of the same size and proportion of
truthful and deceptive instances as the original sample and estimate coefficients of the logistic
regression. We perform 1,000 bootstrap replications and report 10%, 5% , 1% significance

(two-tailed) confidence intervals[]

6. Results

6.1 FINANCIAL FIRMS

Since our methodology is somewhat new to accounting research, we first present results
for a sample of firms from the financial sector. This example will enable us to discuss the
results in a simple manner. The sample of financial firms is also interesting, because typical
discretionary accrual models are problematic to apply for this important group of firms.
We classify firms as financial following Global Industry Classification Standard (Compustat
GSECTOR is 40). We present results only for the no-threshold (NT) criterion as the number
of deceptive instances under the absolute value of bias criteria (AS25, AS50) is below 50, and
it is difficult to produce reliable conclusions with such a small number of deceptive instances.

The ROC curve for the sample of financial firm CEOs is presented in Figure 1. Each point
on the ROC curve is the average TPR and FPR for a fixed threshold over 100 classifications
from 5-fold cross-validation repeated 20 times.@ The bars on the curve show the 95%
confidence intervals at the thresholds equal 0.25, 0.50, and 0.75. As the ROC exhibits more
curvature, more deceptive instances can be classified correctly (TPR) at the cost of classifying

fewer non-deceptive instances incorrectly as deceptive (FPR).

21For this paper we extensively employed R software (R Development Core Team| [2005]) and specific
packages: glmnet (Friedman et al,|[2009]), boot (Davison and Hinkley| [1997], |Canty and Ripley| [2009]),
ROCR (Sing et al. [2005]), xtables (Dahl [2009]), and tm (Feinerer et al. [2008], [Feinerer| [2010]).

22We use 5-fold cross-validation repeated 20 times for financial firms to have larger number of deceptive
instances in our testing samples.
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Classification models based on the word categories for CEOs (CFOs) perform significantly
better than a random classifier that does not use any information (Table 5). In particular,
the AUC for CEOs is 58.93%, which is significantly better than 50% (the AUC for a random
classifier). The AUC for CFOs is less impressive, 53.56%, however, significantly better that
50%. Overall accuracy (the percentage of calls classified correctly) for both CEOs and CFOs
is higher than 60%. At the same time, the model that classifies all conference calls as non-
deceptive would achieve the accuracy of around 90%, but would not perform significantly
better than any other random classifier.

We also observe that several word categories have a significant association with the
likelihood of deception. The references to general knowledge, impersonal pronouns, words
expressing extreme negative emotions, and words of assent are associated with deception
in predicted direction (Table 5). However, tentative and certainty words have unexpected
signs. To simplify interpretation, Table 5 reports factors by which the odds of a deceptive
conference call should be multiplied if the number of words in the category increases by 1%
of the median instance length. Specifically, the word categories that increase (decrease) the
likelihood of deception have factors that are greater than (less than) oneﬁ More specifically,
if there are two CEOQO instances that differ only in the number of words from references to
general knowledge category, the instance with 15 (1% of 1,526, i.e. the median length of
instances of financial firm CEOs) more words in this category is 1.69 times as likely to be

deceptive as the other one.

6.2 THE NO-THRESHOLD AND THE ABSOLUTE VALUE OF BIAS CRITERIA

For the N'T, AS25, and AS50 criteria, classification models based on verbal cues of CEOs and

CFOs perform significantly better than a random classifier by about 4%-6% (Table 6). The

230dds refer to the ratio of the probability of a deceptive call to the probability of a non-deceptive call.
To illustrate, let probability of a deceptive conference call be 10% then the odds of a deceptive call is
10/(1—.10)=1/9 or 1 to 9.

23



overall accuracy is approximately 50% - 65%, and the percentage of calls that are deceptive
and classified as deceptive ranges from about 6% under the most restrictive AS50 criterion
to about 17% for the least restrictive NT criterion.

These classification performance measures are conservative for two reasons. First, the
AUC, the precision, and the accuracy are obtained using a 10-fold cross-validation repeated
10 times, when we compute these measures out-of-sample. The out-of-sample performance
is conservative relative to the performance computed from estimating and testing the model
on the same set of data. Second, there can be some manipulations that are never revealed
or are revealed later in time. Consequentially, some of the non-deceptive conference calls are
actually mislabeled. It can be the case that our model correctly classifies these observations
as deceptive in the testing set, but this classification would be marked as incorrect lowering
the accuracy, the precision, and the AUC measures.

The estimated associations between verbal cues and the likelihood of deception for CEOs
(Panel A, Table 7) and CFOs (Panel B, Table 7) are mostly consistent with prior theory
and empirical deception research@ Surprisingly, the signs of association for some word
categories differ for CEOs and CFOs. These are third person plural pronouns and certainty
words. Whereas the prior research finds both positive and negative relationship between
third person plural pronouns and the likelihood of deception, the sign for certainty words
is expected to be negative. However, deceiving CEOs use fewer certainty words, which is
consistent with the theory, but deceiving CFOs use more certainty words, which contradicts
the theoretical predictions.

Some categories are significant only for one executive (Table 7). Deceiving CEOs use

fewer self-references, more impersonal pronouns, more extreme positive emotions words,

24We report the estimates for the factors by which the odds of a deceptive instance should be multiplied
if the number of words in a category increases by 1% of median instance length except for word count (for
which the factor corresponds to the increase in the length of an instance by the median instance length) and
for rare categories such as swear words, hesitations, and references to shareholders value and value creation
(for which the factor corresponds to the increase in the number of words in the corresponding category by
one word). The factor is greater than (less than) one for a coefficient which is greater than (less than) zero.
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fewer extreme negative emotions words, and fewer hesitations. The use of fewer hesitations
by CEOs in deceptive calls can be the consequence of CEOs having more prepared answers
or answering planted questions. Similar to the results for extreme negative emotions words,
CEOs use fewer swear words, which is inconsistent with our theoretical prediction. However,
for CFOs the use of extreme positive emotions and extreme negative emotions words is not
significantly associated with deception. In contrast to CEOs, CFOs use significantly more
tentative words.

Various word categories are significantly related to the probability of deception for both
CEOs and CFOs. Both executives have larger number of words in deceptive answers, al-
though the increase in the number of words would need to be very large in order to alter
the odds of a deceptive call in a substantial way. For example, increasing the length of a
CEOQO'’s instance by the median instance length (i.e., 1,611 words) increases the odds of a
deceptive instance by a factor of 1.10 under AS50 criterion. Another category that is con-
sistent throughout different criteria is the references to general knowledge. Both CEOs and

4

CFOs have more words that reference general knowledge such as “you know” in deceptive
instances. Deceptive calls also have fewer non-extreme positive emotions words and mention
shareholders value and value creation less often.

Although majority of word categories are associated with the likelihood of deception in
the predicted direction, there are some notable exceptions. Specifically, first person plural
pronouns exhibit both positive and negative associations with deception, words for assent
have an unexpected significant positive association, and words that express anxiety an unex-
pected significant negative association with deception. Finally, words that express negation
and anger are not significantly related to deception.

The interpretations above are based on the word categories that have a statistically

significant association with the likelihood of deception at 10% significance level (two-tailed)

for at least one of the criteria. However, some categories are significantly related to deception
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under all three criteria. For the sample of CEOs, these are anxiety words, extreme negative
emotions words, and references to value creation. For example for CEOs, the increase by 1%
of median instance length in extreme negative emotions words decreases the odds for a call
to be deceptive by a factor of 0.76 for NT, 0.67 for AS25, and 0.63 for AS50. In contrast,
the increase by one word in the words related to value creation decreases the odds of a call
to be deceptive by a factor of 0.75 for NT, 0.65 for AS25, and 0.67 for AS50.

The word categories significant under all three criteria differ for the sample of CFOs.
These are references to the general knowledge and non-extreme positive emotions. An in-
crease by 1% in the number of references to general knowledge increases the odds of a call
to be deceptive by a factor of 1.39 for NT, 1.18 for AS25, and 1.14 for AS50. Finally, the
increase by 1% in the number of words expressing non-extreme positive emotions decreases
the odds of a call to be deceptive by a factor of 0.92 for NT, 0.90 for AS25, and 0.82 for
AS50.

To estimate the likelihood of deception in future studies, we propose two models (for
CEOs and for CFOs). These models are for detecting narratives which are deceptive under
NT criterion, which has the largest number of calls labeled as deceptive, and include coef-
ficients significant at 1% and 5% significance level only. Specifically, the logistic model for
predicting the probability of a deceptive narrative (Y; = 1) using word categories X:

1
Prie=11%) ==
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where linear predictor f(X;) differs for CEOs and CFO{%}

F(X)9EC = 0.678 —0.004 - I — 0.004 - we + 0.025 - genknlref — 0.005 - posemone
+0.013 - posemoextr — 0.156 - swear — 0.017 - negemoextr — 0.290 - value
f(X;)ere = 0.0001 - we — 0.019 - they + 0.047 - genknlref + 0.015 - assent

—0.013 - posemone — 0.058 - anx + 0.011 - certain — 0.909 - shvalue

6.3 MODELS WITH VERBAL CUES VS. MODEL WITH DISCRETIONARY ACCRUALS

Although our models perform better than a random classification, it is important to also
compare this performance to more traditional models used in accounting research. We
implement this comparison by using a classification model based on discretionary accruals
plus other relevant control variables (Correial [2009] Y

To compute discretionary accruals, we follow methodology of |Kasznik| [1999]. Specifically,

for each two-digit SIC code and every fiscal quarter we estimate the model for total accruals

(Table 8):

TACug == ﬁo + ﬁ1(ASCLl€Sit — AAR”) + ﬁgPPEit + ﬁgACFOzt + €it,

where T'AC;; is the measure of total accruals computed as in Hribar and Collins [2002] for
firm ¢ and fiscal quarter t; ASales; — AAR;; is the change in revenues adjusted for the
change in receivables; PPFE;; is gross property, plant, and equipment; AC FO;; is the change

in operating cash flows. All variables are deflated by the mean of total assets (Table 8,

ZNote that the suggested models use the actual estimated coefficients significant at 1% and 5% (two-
tailed); whereas in tables, we report factors by which the odds of a deceptive instance are changed. Specifi-
cally, in tables we report factors f = e#, where N is the number of words and j is the estimated coefficient.
Hence, 8 = In(f)/N.

26Most prior studies that use discretionary accruals to measure the extent of earnings manipulation use
annual data. However, we use quarterly data to be consistent with the frequency of quarterly earnings
conference calls. As a consequence, our results can differ from prior literature because the discretionary
accrual model might not be applicable for quarterly data.
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Panel A). We estimate the regression for the total accruals by the two-digit SIC and the
fiscal quarter and require at least 40 observations for estimation. We use Compustat Point
In Time Historical table, which, in contrast to Compustat Quarterly, has originally reported
financial items. Following the prior literature, we exclude financial services industry (SIC
codes 6000-6999) and utilities (SIC codes 4900-4999). We compute discretionary accruals as
a residual from the regression for the total accruals.

Our model for predicting deceptive conference calls is based on the logistic model of
Correial [2009], which uses the absolute value of discretionary accruals, the actual security
or debt issuance, the market capitalization, the free cash flows, and the growth in cash sales
to predict restatements from Glass, Lewis & Co. data. To be consistent with the regression
for the total accruals, we deflate the market capitalization and the free cash flows by the
average total assets. We refer to the model that includes only accounting variables as the
discretionary accruals (DAC) model. The only measure which is consistently significantly
associated with the deception is the free cash flow variable, where higher values are associated
with lower probability of deception.

We compare the performance of six different models (CEO, CFO, DAC, DAC+CEO,
DAC+CFO, DAC+CEO+CFO). These pairwise comparisons are based on 10-fold cross-
validation repeated 10 times. In order to mitigate the noise introduced by using different
estimation and testing samples across models, we estimate and test the six models using the
same data for estimation and the same data for testing. That allows us to use paired t-tests
to test for the difference in AUC measures (Table 9).

Under the NT criterion, we find that models that include only word categories for CEOs
or CFOs have the significantly higher AUC than the DAC model. For the AS25 criterion,
the only word categories for CEOs model performs statistically worse than the DAC model.
However, the model that includes word categories only for CFOs has the AUC that is statis-

tically equivalent to the DAC model. We find similar results for the AS50 criterion, the CFO
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model has the AUC significantly higher than that of the DAC model, whereas the CEO model
is statistically equivalent to the DAC model. As should be expected, the DAC4+CEO+CFO
model has the significantly higher AUC than that of the DAC model under all three crite-
ria. Thus, we find that the linguistic variables (especially for the CFO) add the incremental
classification power to the DAC model (or that the accounting model adds the incremental

classification power to the linguistic model).

7.  Extensions

7.1 'THE POSITIVE VALUE OF BIAS CRITERIA

The results in Table 7 are developed ignoring whether accounting manipulations increased or
decreased reported earnings. Some researchers and analysts argue that the positive bias in
reported earnings can be more harmful for investors, as it can cause prices to be higher than
justified by the real earnings figure. It is also quite possible that the word categories that
predict deception involving the positive bias can differ substantially from the word categories
that predict the absolute value of bias. For instance, executives may use more positive
emotions words and fewer negative emotions words when they bias net income upwards.
In Table 10, we provide the performance results from our linguistic models that use the
PS25 and PS50 criteria. Models based on the word categories predict deception involving
the positive bias better than a classifier that uses no information by 3%-5%. Similar to the
results in Table 6, overall accuracy is about 50% - 60%. As expected, the percentage of the
deceptive instances among those classified by the model as deceptive (precision) under the
PS25 (PS50) criteria is lower than the model precision under the AS25 (AS50) criteria. The
precision is reduced mechanically because the proportion of deceptive calls under the positive
bias criteria is lower. As a result, the precision of classifying deceptive calls is approximately

4% (PS50) to 6% (PS25) in Table 10 compared to 6%(AS50) to 8% (AS25) in Table 6.
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With respect to the logistic models (not reported), most coefficients are similar to the
coefficients for the absolute value of bias criteria. However, there are a number of differences.
First, the word category of negations is insignificant for the absolute value of bias criteria,
but has a significant negative association with deception for the positive bias criteria for
both CEOs and CFOs. This result is not consistent with prior theoretical explanations.
Second, extreme negative emotions words become insignificant, whereas this category has
a significant negative relation to deception for CEOs. Finally for CEOs, some categories
become significant for more serious criteria such as the self-references (PS50) and references
to shareholders value categories (PS25 and PS50) have a negative association with decep-
tion, whereas the extreme positive emotions category (PS25) has a positive association with

deception.

7.2 INDIVIDUAL FIXED EFFECTS

There is the possibility of spurious classification results based on the composition of our
sample and the way we perform cross-validation. Approximately 70% of firms that have
at least one deceptive call have more than one deceptive call (i.e., there is some clustering
of deceptive instances among particular individuals). At every run of the 10-fold cross-
validation procedure, we split the sample randomly. The presence of several instances of
deception for the same executive implies that for him/her some instances of deception can
be in the estimation sample and other instances of deception can be in the test sample. A
problem arises when the style of communication and word choice is individual-specific and
persistent over time (e.g., some individuals are overall positive and some are overall negative).
As a result, the correct classification in the testing sample may come from the fact that we
have the same individual deceiving in the estimation sample. That is the individual-specific
fixed effect is the reason for correct classification and not a pattern of deception.

Another related issue occurs when we estimate the prediction model using the unadjusted
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counts for word categories. Specifically, our prior results assume that there is a common
benchmark for truthful and deceptive language for all individuals in our sample. However,
it is perhaps more reasonable to assume that each individual has his/her own mode for
truthful and for deceptive language. This suggests that we can improve the classification
performance by adjusting simple word counts for individual fixed effects. Although this
seems like a reasonable approach, it is important to realize that it will be difficult to develop
a good estimate for a normal (truthful) word count benchmark for an individual because
our time series is somewhat short. When we adjust word counts by the average word counts
over all previous quarters (requiring the minimum of two quarters) including both deceptive
and non-deceptive instances, we find that the classification power becomes very weak.

However, when we adjust word counts by the average over all previous quarters (requiring
the minimum of two quarters) excluding deceptive instances, we find that there is a significant
classification power in the model (Table 11). Under this adjustment, the number of deceptive
quarters is not monotonic across the NT, AS25, and AS50 criteria. For example, the NT
criterion has the lowest number of deceptive instances for both CEOs and CFOs in the
adjusted setting because it has the biggest number of deceptive instances in the unadjusted
setting. Thus, the N'T criterion has the smallest number of instances available for adjustment
resulting in smaller number of adjusted ones. The logistic models that use the adjusted word
categories have the AUC that is 5% - 10% significantly greater than the AUC for a random
classifier. Although under NT and AS50 there is a decrease in the AUC using the adjusted
word categories for CEOs, we find that there is substantial performance improvement using
the adjusted word categories for CFOs. These suggest that our classification results using
the unadjusted word categories are unlikely to be entirely spurious.

Most of the coefficients using the adjusted word categories that have the same sign of
association with deception are of similar magnitude as the coefficients of the unadjusted

categories (Table 12). However, there are a number of substantive changes for both the
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CEO and CFO samples. The most significant change is the change in the sign of association
between the references to general knowledge and deception. There is a positive association
with the likelihood of deception when this category is unadjusted (Table 7) and a negative
association with the likelihood of deception when we adjust it (Table 12).

In the sample of CEOs, the assent category changes its sign to the one predicted by
theory, whereas the extreme negative emotions and anxiety categories become insignificant.
In contrast, words expressing certainty become positively associated with the likelihood of
deception, which is inconsistent with theory, but tentative words become significantly posi-
tively associated with deception in line with theory. Under the N'T criterion, hesitations and
shareholder value related words have a positive relation with deception. However, under the
more serious AS50 criteria, there is a negative association between hesitations and deception.
One speculative interpretation of these results is that the more serious (and practiced) effort
is invested into rehearsing presentations involving more substantial lies.

Similarly for the sample of CFOs, the assent category changes its sign to the one predicted.
In addition, self-references become negatively associated with deception, and impersonal
pronouns become positively associated, which is consistent with theory. Similarly, swear
words now have the expected positive sign. In addition, extreme positive and negative
emotions words become significantly related to deception with the adjusted categories, when
they are not significantly related to deception with the unadjusted categories. In particular,
the extreme positive emotions category has negative sign and the extreme negative emotions
category has positive sign. There is a divergence in signs for the non-extreme positive
emotions and value creation categories for the sample of CFOs between the NT and AS25
(AS50) criteria. In particular, under AS25 and AS50 criteria the sign of association is as
expected: negative for the non-extreme positive emotions and value creation categories. One
explanation for these results is that the linguistic model may work better when the lies are

more substantial.
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8. Concluding Remarks

Considerable accounting and finance research has attempted to identify whether reported
financial statements have been manipulated by executives. Most of these classification models
are developed using accounting and financial market explanatory variables. Despite extensive
prior work, the ability of these models to identify accounting manipulations is modest.

In this paper, we take a different approach to detecting financial statement manipulations
by analyzing linguistic features present in CEO and CFO remarks during quarterly earnings
conference calls. Based on prior theoretical and empirical research from psychology and
linguistics on deception detection, we select the word categories that theoretically should be
able to detect deceptive behavior by executives. We use these linguistic features to develop
classification models for a very large sample of quarterly conference call transcripts.

A novel feature of our methodology is that we know whether the financial statements
related to each conference call were substantially restated in subsequent time periods. Since
the CEO and CFO are likely to know that financial statements have been manipulated,
we are able to identify which executive discussions are actually “deceptive”. Thus, we can
estimate a linguistic classification model for detecting deception and test the out-of-sample
performance of the model.

We find that our linguistic classification models based on CEO or CFO narratives per-
form significantly better than a random classifier by 4% - 6% with the overall accuracy
of 50% - 65%. In terms of linguistic features of the narratives, we find that both CEOs
and CFOs use more references to general knowledge, fewer non-extreme positive emotions
words, fewer shareholders value and value creation references. We also find that the pattern
of deception for CEOs differs from the pattern on deception for CFOs. Specifically, CEOs
use fewer self-references, more third person plural and more impersonal pronouns, fewer ex-

treme negative emotions words, more extreme positive emotions words, fewer certainty words
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and fewer hesitations. In contrast, CFOs do not use more extreme negative and extreme
positive emotions words. Finally, we find that linguistic features statistically improve the
out-of-sample performance for a traditional accounting-based model that uses discretionary
accruals. These performance results suggest that it is worthwhile for researchers to consider
linguistic cues when attempting to measure the quality of reported financial statements.

As with any exploratory study, our findings are subject to a number of limitations. First,
we are not completely certain that the CEO and/or CFO know about the manipulation when
they are answering questions during the conference call. This issue will cause our deception
outcome to be measured with error. Second, simply counting words (“bag-of-words”) ignores
important context and background knowledge. Third, we use general psychosocial dictionary,
LIWC, which may not be completely appropriate for capturing business communication.
Finally, although we have a large comprehensive set of conference calls, our sample consists
of relatively large and profitable firms. This limits our ability to generalize our results to
the population of firms.

In terms of future research, it would be useful to refine general categories to business
communication.@ It would also be desirable to adapt natural language processing approaches
to capture the context of word usage for identifying deceptive executive behaviors. Finally, it
would be interesting to determine whether portfolios formed on the basis of our word-based
measure of deception generate future excess returns (alpha) and/or help eliminate extreme

losers from a portfolio selection.

2T An alternative lexical database is WordNet (http://wordnet.princeton.edu/).
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APPENDIX B. SUMMARY OF CRITERIA FOR LABELING DECEPTIVE CALLS

We label the earnings conference call for the quarter that has its financial results later being

restated as deceptive according to the following criteria:

Criterion

Description

No-threshold

Absolute value of cumulative
bias in net income greater

than 25th percentile

Absolute value of cumulative
bias in net income greater

than 50th percentile

Positive value of cumulative
bias in net income greater

than 25th percentile

Positive value of cumulative
bias in net income greater

than 50th percentile

NT

AS25

AS50

PS25

PS50

The restatement involves the disclosure of a material weak-
ness (within one year, within one year before, or within
one year after), or a late filing (within one year, within one
year before, or within one year after), or an auditor change
(within one year, within one year before, or within one year
after), or a Form 8-K filing

The same as NT and the absolute value of cumulative bias
in net income over restated quarters scaled by total assets is
greater than 0.06% (25th percentile of the non-zero absolute
value of cumulative bias distribution)

The same as NT and the absolute value of cumulative bias
in net income over restated quarters scaled by total assets is
greater than 0.21% (50th percentile of the non-zero absolute
value of cumulative bias distribution)

The same as N'T and the positive cumulative bias in net in-
come over restated quarters scaled by total assets is greater
than 0.06% (25th percentile of the non-zero positive cumu-
lative bias distribution)

The same as N'T and the positive cumulative bias in net in-
come over restated quarters scaled by total assets is greater
than 0.24% (25th percentile of the non-zero positive cumu-

lative bias distribution)

40



References

Apawms, S. H., and J. P. JARvis. ‘Indicators of veracity and deception: an analysis of
written statements made to police.” Speech, Language and the Law 13(1) (2006): 1-22.

ANTWEILER, W., and M. Z. FRANK. ‘Is All That Talk Just Noise? The Information
Content of Internet Stock Message Boards.” Journal of Finance 59 (2004): 1259-1294.

BACHENKO, J., E. FITZPATRICK, and M. SCHONWETTER. ‘Verification and implementa-
tion of language-based deception indicators in civil and criminal narratives.” Proceedings
of the 22nd International Conference on Computational Linguistics (2008): 41-48.

BALAKRISHNAN, R., X. Y. QI1uU, and P. SRINIVASAN. ‘On the predictive ability of narrative
disclosures in annual reports.” European Journal of Operational Research 202 (2010): 789
- 801.

BonD, G. D., and A. Y. LEE. ‘Language of lies in prison: linguistic classification of
prisoners’ truthful and deceptive natural language.” Applied Cognitive Psychology 19(3)
(2005): 313-329.

CANTY, A., and B. RIPLEY. boot: Bootstrap R (S-Plus) Functions. R Foundation for
Statistical Computing, 20009.

Core, J. E., W. GuAy, and D. F. LARCKER. ‘The power of the pen and executive
compensation.” Journal of Financial Economics 88 (2008): 1-25.

CORREIA, M. M. ‘Political Connections, SEC Enforcement and Accounting Quality.” Un-
published paper. SSRN eLibrary, 2009. Available at http://ssrn.com/paper=1458478.

Daur, D. B. xtable: Export tables to LaTeX or HT'ML, 2009.

Das, S. R., and M. Y. CHEN. ‘Yahoo! for Amazon: Sentiment Extraction from Small Talk
on the Web.” Management Science 53 (2007): 1375-1388.

Davis, A. K., J. M. PIGER, and L. M. SEDOR. ‘Beyond the Numbers: Managers’ Use of
Optimistic and Pessimistic Tone in Earnings Press Releases.” Unpublished paper. SSRN
eLibrary, 2007. Available at http://ssrn.com/paper=875399.

DavisoN, A. C.,; and D. V. HINKLEY. Bootstrap Methods and Their Application (Cam-
bridge Series in Statistical and Probabilistic Mathematics , No 1). Cambridge University
Press, 1997.

DecHow, P. M., and I. D. DIcHEV. ‘The Quality of Accruals and Earnings: The Role of
Accrual Estimation Errors.” The Accounting Review 77 (2002): 35-59.

DecHow, P. M., W. GE, C. R. LARSON, and R. G. SLOAN. ‘Predicting Material Ac-
counting Misstatements.” Contemporary Accounting Research, Forthcoming (2010).

41



DeEMERS, E. A., and C. VEGA. ‘Soft Information in Earnings Announcements:
News or Noise?’ Unpublished paper. SSRN eLibrary, 2010. Available at
http://ssrn.com/paper=1152326.

DePauLo, B. M., J. J. LinDsAY, B. E. MALONE, .. MUHLENBRUCK, K. CHARLTON,
and H. COOPER. ‘Cues to Deception.” Psychological Bulletin 129(1) (2003): 74-118.

EFrON, B., and R. J. TIBSHIRANI. An Introduction to the Bootstrap. Chapman &
Hall/CRC, 1994.

FAawceTT, T. ‘An introduction to ROC analysis.”, 2006.
FEINERER, I. tm: Text Mining Package, 2010. R package version 0.5-3.

FEINERER, I., K. HORNIK, and D. MEYER. ‘Text Mining Infrastructure in R.” Journal of
Statistical Software 25 (2008).

FriEDMAN, J., T. HASTIE, and R. TIBSHIRANI. ‘Regularization Paths for Generalized
Linear Models via Coordinate Descent.” Journal of Statistical Software 33 (2009).

HasTie, T., R. TiBSHIRANI, and J. FRIEDMAN. The Elements of Statistical Learning:
Data Mining, Inference, and Prediction. Corrected ed. Springer, 2003.

HeENrRY, E., and A. J. LEONE. ‘Measuring Qualitative Information in Capital
Markets Research.’ Unpublished paper. SSRN eLibrary, 2009. Available at
http://ssrn.com/paper=1470807.

Hosson, J. L., W. J. MAYEW, and M. VENKATACHALAM. ‘Analyzing Speech to De-
tect Financial Misreporting.” Unpublished paper. SSRN eLibrary, 2010. Available at
http://ssrn.com/paper=1531871.

HRIBAR, P., and D. W. COLLINS. ‘Errors in Estimating Accruals: Implications for Empir-
ical Research.” Journal of Accounting Research 40(1) (2002): 105-134.

JONES, J. J. ‘Earnings Management During Import Relief Investigations.” Journal of
Accounting Research 29 (1991): 193-228.

KAszNIK, R. ‘On the Association between Voluntary Disclosure and Earnings Management.’
Journal of Accounting Research 37 (1999): 57-81.

Knaprp, M. L., R. P. HarT, and H. S. DENNIS. ‘An exploration of deception as a
communication construct.” Human Communication Research 1(1) (1974): 15-29.

KotHARI, S., X. L1, and J. E. SHORT. ‘The Effect of Disclosures by Management, Analysts,
and Financial Press on Cost of Capital, Return Volatility, and Analyst Forecasts: A
Study Using Content Analysis.” Unpublished paper. SSRN eLibrary, 2008. Available at
http://ssrn.com/paper=1113337.

42



Li, F. ‘Do Stock Market Investors Understand the Risk Sentiment of Corporate
Annual Reports?’ Unpublished paper.  SSRN eLibrary, 2006.  Available at
http://ssrn.com/paper=898181.

Y

L1, F. ‘Annual report readability, current earnings, and earnings persistence.” Journal of

Accounting and Economics 45 (2008): 221 — 247.

L1, F. ‘The Information Content of Forward-Looking Statements in Corporate Filings: A
Naive Bayesian Machine Learning Approach.” Journal of Accounting Research, Forthcom-
ing (2010).

LouGHRAN, T., B. McDONALD, and H. YUN. ‘A Wolf in Sheeps Clothing: The Use of
Ethics-Related Terms in 10-K Reports.” Journal of Business Ethics 89 (2009): 39-49.

McNicHoLs, M. F. ‘Research design issues in earnings management studies.” Journal of
Accounting and Public Policy 19 (2000): 313 — 345.

NeEwMAN, M. L., J. W. PENNEBAKER, D. S. BERRY, and J. M. RICHARDS. ‘Lying

Words: Predicting Deception from Linguistic Styles.” Personality and Social Psychology
Bulletin 29 (2003): 665-675.

PALMROSE, Z.-V., V. RICHARDSON, and S. SCHOLZ. ‘Determinants of market reactions
to restatement announcements.” Journal of Accounting and Economics 37 (2004): 59-89.

PENNEBAKER, J. W., C. K. CHUNG, M. IRELAND, A. GONZALES, and R. J. BOOTH.
The Development and Psychometric Properties of LIWC2007, 2007.

PrumrLEe, M. A., and T. L. YOHN. ‘Restatements: Investor Response and Firm
Reporting Choices.”  Unpublished paper.  SSRN eLibrary, 2008.  Available at
http://ssrn.com/paper=1186254.

R DEVELOPMENT CORE TEAM. R: A language and environment for statistical computing.
R Foundation for Statistical Computing, Vienna, Austria, 2005.

SING, T., O. SANDER, N. BEERENWINKEL, and T. LENGAUER. ROCR: visualizing classi-
fier performance in R, 2005.

TeETLOCK, P. C. ‘Giving Content to Investor Sentiment: The Role of Media in the Stock
Market.” Journal of Finance 62 (2007): 1139-1168.

TETLOCK, P. C., M. SAAR-TSECHANSKY, and S. MACSKASSY. ‘More Than Words: Quan-
tifying Language to Measure Firms’ Fundamentals.” Journal of Finance 63 (2008): 1437—
1467.

VRI1J, A. Detecting Lies and Deceit: Pitfalls and Opportunities. 2nd ed. Wiley, 2008.

WiTTEN, I. H., and E. FRANK. Data Mining: Practical Machine Learning Tools and

Techniques. Morgan Kaufmann Series in Data Management Systems, 2nd ed. Morgan
Kaufmann, 2005.

43



£00¢] | Te 30 wewmon] ‘[r.61]
I'Te 99 ddeuy] ‘|800z| |[11A| :yoIessar Iotrg -o[dures oy} Ul oM URIPAWI

o) Aq pordiynur pue (om) se[dIre SuULIOUSI spIom Jo Iaquuinu oy} Aq
puopIAIp junod ofdwig -03e ‘p, Aoy ‘Iroy) ‘Aot : Aoyl A10303ed DM

8002 (117l <[g00e] | T 10 wemmoy
[pL61] 18 10 ddeuyy| ‘[¢00g] [ T8 30 wewmoN] ‘[g00g] | T8 10 omedad ‘[00e]
1097 pue puog| ‘[800g] | 'Te 10 oxquLyDRy| YoIeesal I011 ‘o[dures o) utl om

uerpow o) Aq pordiynur pue (om) s9[dIlIe SULIOUSI SPIOM JO Ioquunu
o) £q pueplalp junod o[dwig 00 ‘INo ‘sn ‘om : oM, A10899d DHMIT
18002} (11| “|£00g] | Te 30 weurmong

‘[pL61] 18 10 ddeuyy| ‘[¢00g] |18 30 wewmoN] ‘[€00g] | T8 10 omedad ‘[00e]
1097 pue puog| ‘[800g] | 'Te 10 oxquaydRy| yoIeesal 1011 -ordures oty Ul om

uerpow ot} Aq pordimur pue (om) so[oIlIe SULIOUSI SPIOM JO Ioquunu

oy} Aq pueplalp junod oduwrg 030 ‘ourmt ‘owr ‘1 : ], AI108918d DHMIT

-/+ Koty

sunouoxd peanyd uosiad pig

sunouoad [einyd uosiod 9sT

sunouoxd remsdurs uosiod s

SOOURI9JIY

18002] | (1A <[€00g] | e 39)
URTMON]| [YDIROSOI 1011 (0} ‘UR “B) SO[OI}IR SULIOUSI SPIOM JO IOQUITLN]

-/+ om

JUNOd PIOA\

uorje[more) USIS UOIYRIASIQQY

A1039%R))

sudis pajorpard pue ‘uoryeInduwion ‘S9[qeLIRA Y [oUR]

"OpN[OUT $110399.D 9S9T[} JRT[) SPIOM [RIPIAIPUT PUR SOLIOS9RD PIOM PIYINIIST0D-J[as 1no s3s1 ¢ [oued ([L00g] [ T8 10 Ioxyeqouusg)

suRI “H YR PUR ‘jo0g ‘[ I050Y ‘IoRJOUUJ A\ SoWR[ Aq ATRUOI}dIp [RID0SOYIASd juno)) piopy pue Arnbuy orsms3ury o) S

HMIT ‘uorydodop Jo pooyI[eI] oY} YIIm UOIpeIoosse pazisoyjodAy o) st udis pajorpaid oy, "sulrs pojorpaid pue uoryeinduwiods d[qerres SOUI[INO
V [Pued "seoue)sul 2A13deoep I10J S[OPOUW UOIJEDTISSR[D 9)BUII)SS 0} 9STL oM Jel[} S9[(elIeA Paseq-pIom ) Jo suoruyap syuasald o[qe) SIy T,

SO[RLIBA PAsSB(-PIOM JO SUOIPUYD(] T d[qe],

44


http://www.liwc.net/

18002} |(11A. *[£00g] | T2 10 wewmoNy *[800g) | T8 39)
oxuatpeg| ‘(9007 [starer pue surepy| :yoIesser 101 ‘ojdures oy} Ur om

uerpawt oy Aq pordiynur pue (9M) S9oI)Ie SULIOUST SPIOM JO IoquuNU oY)
Aq puopIAIp Junod o[duwIlg '0J0 ‘I9AdU “J0U ‘OU : )edou,, A10591e0 HAIT

Woom__ __,E\/_ n_moom__ _.E 19 :mEBmZ_ YOIRISOI IOLIJ
‘o[dures o) ur om uerpow oY) Aq pordimur pue (om) so[dIpIR SULIOUST

spiom Jo Ioquuinu oy} Aq PUOpIAIp junod ojdwig g [oueJ 99s 1S 93o1d
-0 9y} 10, 999 ‘A[ouyep ‘1eold ‘orysejue] :£10893ed POIONIISUOI-J[OS

Woom__ __.E>_ "_moom___.ﬁ 19 :@EBoZ_ OIeIsI
Ioud copdures oy) Ul om uerpaw oY) Aq peordinur pue (dom) so[dIpIe

SULIOUST SPIOM JO IOqUINU oY) AQ PUSPIAIP Junod o[dwig g [pued oy}
UL POISI] oIe [DIYM SPIOM SUOTIOUWD 9AIISOd SUWIDIIXS SOPN[OXd AI0393ed
HMIT sy, 030 ‘adedor ‘eotu ‘@a0] : owesod, A£108998d0 HAATT PRUIPOIN

g E OIROSAI I0LIJ ‘ofdures o) ur om
uerpat o) Aq par[diynur pue (om) s9[d1)Ie SULIOUST SPIOM JO ISCUINT 91}

Aq puopIAlp junod ofdwig 030 ‘sok ‘3[() ‘@oIBe : Juosse, A10803ed HMIT

|\|_|

9)e3ou

Iyxoouwasod

suomrasod

TUosse

SUOI1RSON

SUOIjOWd dAIYSOd SUIIIXH

SuoT}

-OWo 9AIl ﬁmOQ QUIRI}XS-UON

JUISSY

SOAT)RGON] /SOATIISOJ

‘odures oY) Ul oM URIPOUL
o1} Aq pordiynur pue (om) so[dIjIe SULIOUSI SPIOM JO IoqUINU o1 o)
Aq puopIaIp Junod o(duwig ¢ [ourJ 29s JsI[ 93o[dW0d 91} 10 090 ‘[[om
MOUY SIDIO ‘MOUY [[oM SIO)SOAUT ‘MOUY NOA :£10803BD PAIONIISUOI-J[OS

8002} (Al “[pL61] [T 30 ddeuyy
‘leoog] [ Te 10 omego(| :ypreesor rorrg -o[dures oy} Ul om URIPIW O}

Aq parpdiynur pue (om) se[dr)ae SULIOUST SPIOM JO IsqUINU ) A puap

-IATp Junod o[dwrg 030 ‘ poqou ‘ ouokue 1 : uoxdr, A1039180 HMIT

JoI[uyuos

uoadr

o8po

-[mouy ﬁm.ﬂwﬁww 03 9oUaI”JoYy

sunouoad peuosioduuy

uorye[more))

usig

uorjeiAxIqqy

A1089%R)

45



Twoom__ _.FS_ A_moom___.% 10 Q@EB@Z_ OIBOSOT
Iotg ordures oY) Ul om ueIpaw Ay} Aq par[diynur pue (om) SI[dI)IR

SULIOUST SPIOM JO IOQUUINU oY} AQ PUIPIAIP JUN0D 9[dWIG " [oURJ 99S IST|
9701dwIod o} I0 030 ‘[NJME ‘OSIOAPR ‘PINSqe :AI0803eD POJONIISUOI-J[OS

18002] |(11A] <|£00¢]
'Te 19 omedad| [8007] | Te 10 odueydeq :yoiessar 1ol -ojdures oyj ur

om wreIpett o) Aq porpdijnur pue (0m) S9dI)Ie SULIOUST SPIOM JO Ioquunu
oY} Aq PUSPIAIP JUN0d o[dWIG 010 T[O7] ‘,MOIOS : Jvoms, A10597ed DMIT

1900] |t “|£00g] | 12 30 wewmo] <[g00g] 907 pu]
puog ‘[800¢g] | T8 10 ojueypreg| yoressar 1ot -ojdures o} Ul OM URIPOUL

o1} Aq pordiynu pue (om) so[orre SULIOUST SPIOM JO Ioquunu o) Aq
puopIAIp Junod o[dwig -03o ‘poAouur Iy ‘©jey : Josue, A10891ed0 )M
800¢]

A “[g00g] |18 90 weummoN] [7L61T) | T8 10 ddeuyy ‘|g00g] 90T pue puog]
‘18007] | T8 10 oquaPRy YdIRSSAI I0LIJ o[dures oY} Ul oM URIPaUI oY) Aq

poridiynur pue (om) s9[o13Ie SULIOUST SPIOM JO IoqUINU 9} AQ PUOPIAID

munod ojdwitg 090 ‘SNOAIU ‘[NJIed] ‘PALLIOM : XUue, AI1089380 DM

I1Xo0mo3ou

IeOMS

Jo8ue

xue

SUOTJOUWI DAI}BSOU SWIOIIX

SpIOM TeomS

Ipguy

Lporxuy

uorye[more))

usig

uorjeiAxIqqy

A1089%R)

46



-o[dures o3} ur
om uerpaur o) Aq parfdiynur pue (om) se[orire SULIOUST SPIOM JO Iaquunu
oy} AQ PUOpIAIp Junod o[dwig ‘g [eur 99s IS 939[dwod oY} I0] 030
‘onpea oAoIdWI ‘OnfeA SYOO[UN ‘UOIJRIIO dN[RA AI0F9)eD POJOILIISUOI-J[OG

ordures oy} Ul om UeIpaW oY} Aq pordiynur pue

(om) sopoIIIR SULIOUST SPIOM JO ISqUINU oY) AQ PUSPIAID Junod oydurrg
q [PuRg 99s 981 930[dW0d oY} 10 010 ‘SISP[OYIRYS I0J SN[RA ‘SIOP[OY
-9IRUS INO IOJ anfeA ‘SUD(-[[oM IIP[OYLIRYS :AI059)RD PIJONLIISUOI-J[OG
g E [OIR9saI I0LIJ “o[duues o) Ul OM URIPIUL

o1} Aq pordiynu pue (om) so[orre SULIOUST SPIOM JO Ioquunu o) Aq
PULPIATP Junoo o[duwiIg g [oued 99s 11 99o[durod ay) 10 0% ‘wWyn ‘wn

‘qe : J9[[Y,, A10803e0 DHATT JO SIseq 9U) U0 AI0Z9)ed POJONIISUOI-J[OG

anrea

ONRAT[S

ysoy

UOI}eIID dN[eA

ON[RA SIOP[OYAIRYS

SUOT}R}ISO]

SoND 19}

'3002] [ (1A “Te00g) [ Te 30 weuoy]
‘FL61] [0 10 ddeusy ‘[goog] [1e 30 omegod ‘[c007] (00T pue puogl ‘[900g]
[starer pue swrepy| yoreosor Ionrg Cordures oY) Ul om URIPOW oY} A(

poridiynur pue (om) s9[oILIe SULIOUST SPIOM JO ISQUINU Y} AQ PUSPIAID
Junod oidwrg -0ge ‘ssens ‘sdeyred ‘ogqAewr : gejuel, A10399e0 HMIT

18002} (114 “|£00g] | Te 10 wewmoN (7261
'Te 90 ddeuwy] ‘(co0g| [90T pue puog| :yoresser totrg -odures oY) ul om

uerpowt o} Aq pordiynur pue (oMm) sooI)Ie SULIOUST SPIOM JO IoqUUNU oY)

Aq puopIAlp Junod o[dwig 030 ‘IoAdU ‘sAem[e : UML), AI05998d DM

1R9U07

ure}1ad

QAIIRIUAT,

Lyurejro))

sse001d 9ATITUZ0))

uorye[more))

usig

uorjeiAxIqqy

A1089%R)

47



zzz ‘77 ‘Wun ‘wn ‘wwuygn ‘wyn ‘syyn ‘yun

‘qn ‘ys8Is ‘yo ‘wrmwt ‘il ‘W ‘yuny ‘qny ‘wwwy ‘wuy wy ‘quue ‘que ‘yo ‘yerq ‘ye

ysoy

onrea Surpuedxe ‘onpea spuedxo ‘onpea puedxo ¢ uorsuedxo onpea ‘onea SUDURYUS ‘ON[RA
SOOURT[US ‘ON[RA SOURYUS ‘JUOUIOIURYUD ON[RA ‘ON[RA SULISAI[OP ‘ON[RA SIDAI[OP ‘ON[RA IOAI]
-Op ‘AIOAT[OP on[eA ‘OnN[eA SUISBIIOUL ‘ON[RA SOSBIIIUL ‘ON[RA OSBIIOUL ‘OSROIOUL OI[RA ‘ON[RA
guraoxdur ‘onpea sosoxdur ‘onpea asordu ‘puotrosordul onfea ‘onfea SUOO[UN ‘DN eA SIDO]

-UN ‘ONRA YOO[UN ‘YDO[UIN dN[RA ‘ON[RA SUIIRIID ‘ON[RBA SOIRIID ‘ON[BA 91RIID ‘UOI)RIID SN[RA

UOIJBIIO ONBA

SIO)SOAUL 10 ON[RA ‘SIOJSOAUI INO I0J onfeA ‘Suroq
-[[oM IO)SOAUI ‘DIRJ[oM IOISOAUL ‘ONJRA IO)SOAUI ‘IOPIOYND0)S I0] ON[RA ‘SIOP[OYID0IS INO 10J
onpeA ‘SuR-[[oM IOP[OYD0)s ‘DIRJ[oM IOPIOTHD0)S ‘ON[RA IOP[OYD0)S ‘SIOP[OYLIRYS 0] onjeA

‘SIOp[OaIRYS INO I0J oN[eA ‘SUId(-[[oM IOP[OTRIRYS ‘OIeJ[oM IOPOTIRYS ‘On[RA IOP[OYLIRYS

ON[RA SIOP[OYDIRYS

90I8% P[NOM SIOP[OYHD0)S ‘MOUY FUO[
SIOP[OYYD0}S ‘MOUY [[oM SIOP[OYII0IS ‘MOUY SIOP[OYND0IS ‘99I3R P[NOM SIOP[OTRIRYS ‘MOUY
SUO[ SIOP[OYSIRYS ‘MOUY| [[0M SIOP[OYAIRYS ‘MOUY SIOP[OYAIRYS VISR P[NOM SIOJSOAUT ‘MO
SUO[ SIOISOAUT ‘MOUY [[oM SIOISOAUL ‘MOUY SIOJSOAUI ‘99I8e plnom Ady) ‘mouy Juo Aoy
‘MOTY] [[oM A0T[) ‘MOUY A0T[) ‘©oI8R P[NOM SIOYJO ‘MOUI FUOT SIAYI0 ‘MOUY [[oM SISO ‘MOUY
SIOYJO ‘99I8R P[NOM QUOAIOAD ‘SMOUY SUO[ SUOAIIAD ‘SMOUY [[OM OUOAIOAD ‘SMOUY OUOAIOAD
‘0013 pmom ApoqAIoAd ‘Smouy SUO] APOQAISAD ‘SMOUY [[oM APOQAISAS ‘smouy ApPoqAIons

‘9015% PIMoM NOA ‘MOUY SUO[ NOA ‘MOUY| [[oM NOA ‘MOUY SH[O] NOA ‘MOUY SANS NOA ‘MOUY NOA

98PO[MOUY [RISUSS 0O} OUSIJOY

SOLI089)eD PIOM PIONLIISUOI-J[OG ¢ [oUR]

48



peq AI0A ‘poyDloIM ¢ SSO[IIOM ‘ISIOM
‘Auom ‘Surroym ‘ poxoim ‘dn-paysem ‘ qerouna ‘ JU9OIA ‘L IRIOIA O[IA ‘ TWIIDIA ‘ SN0
-IA ‘SUIX0A ‘JUOUWIOYQA ‘STIOLINSTL ‘AYIOMUN ‘PIRMOJUN ‘, JNJSSe0onsun ‘o[qeseadsun ‘ojqrase
-uewun ‘Aspnun ‘gueiprodwiun ‘o[qRUISRWIUN ‘SUIOUTAUOIUIN ‘O[(RUOIISUOIUN ‘O[(RADI[Oq

4 ¢ 4 4 ¢ ¢ ¢ ¢ ¢
-un ‘ 18n ‘Addey-108811) ‘ YOII) ‘Snopueal) ¢, eUWINRIY ‘SsoIssueI) ¢ ,018RI) ¢ YSN0I ‘poxord
‘Surpremr) ‘ 1eaIr) ‘L JI0I19) ‘SUIAJLLIO) ‘AJIIIO) ‘SOULLIO) ‘POULLIO) ‘ [qLII9) ‘uns ‘siopns
¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢
sutreyns ‘ Ierepns ‘parepns ‘ropns ‘, prdnis ‘pegednis ‘pauungs ‘osuenis ‘deols ‘ozeonbs
‘Araddrps ‘Awarfs ‘,o19dey(s ‘A[IS ‘,O0YS ‘ OUIRYS ‘ANRUS ‘ Ieys ‘ o¥RYS ‘, 010A0S ‘A[SNOLIOS
¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢
SNOLIOS ‘98INO00S ‘SNO[RPURIS ‘ 8FRARS ‘ UIMNI ‘POYSYSNOI ‘ [NOIPLI ‘ JUSSAI ‘o0l , wIa]
-qoid ‘ ansserd ‘snorsisoderd ‘ orpnflerd ‘uorydeouoosid ‘snotreserd ‘, 191d ‘opord ¢ stuars
¢ ¢ ¢ 3 ¢ ¢ ¢ 4

-sod ‘ rermoad ‘ onered ‘ rouered ‘ otued ‘ gured ‘ WEUMISAO ‘ SRIINO [ROISUSSUOU
‘(ISRU ‘OIppnu ‘SUIAJIIIONT ‘9)RUNIIOJSTUL ‘, JOSTUL ‘ASSOUL ‘SSOUI ‘@dRULW ‘ ORTURU ‘)S8p
-pew ‘Ioppewl ‘SUIOPPRU ‘, SNOIOIPN] ‘, SSO[Yon| ‘SUIuojeaIy)-oJi ‘o[qeysne] “4mo p O3
‘mo pOY ‘A1j0uy ‘mno pospouy ‘ysiaruy ‘poodey ‘syidl ‘poxrol ol ‘ geprunjur ¢, anossur
¢ 3 3 3 4 4 4 4
ouesul ‘SNOLIO[SUI ‘SurjerLmnjur * ,IOL_Jul ‘O[qeAteduooul ‘snomidsneut ‘ojqeqoxduwr ‘o[qis

¢ ¢ 3 [4 ¢ 4
-sodwur ‘orqisnerdur ‘, I0USI ‘SNOTUTUIOUST ‘O110IPI “J0IpT

O rerrun] ‘SurquIny ‘1107
‘(Ssorodor] ‘Snoopry ‘NoIsiresy ‘SUIPUDIIIROY ,SSO[1IRIY L OOI(IIRIY ‘Y ROI(IIROY] ‘SULIRY]
‘Sururey ‘, [NJULIRY ‘POULIRY ‘ULIRY ‘pourRIqoIRY ‘pIRY ‘[Njo[ns ‘, AdLS ‘ oavid ‘Auuny
RIS LIS ‘POUSIUY ‘9010l ‘QUIOSIR] ‘ JNJIed] ‘ ame] ‘[njojej ‘.[eie] ‘poyolejrej
‘[eOIOIR] ,[IR] ‘9JRUOILIO)XD ‘JURIICIOXS ‘Surieiodsexo ‘ pearp ‘ASpop NJoorIFSIP ‘Snoijse
-SIp ‘[JOIIp ‘OIIp ‘ ANOIIIP ‘ [IA0p ‘ 1eiseaop ‘ Aoxisep ‘o[qeordsop ‘ rerodsep ‘ aredsop
‘Arostiop ‘ ssoxdop ‘Surueewop ‘Surpuewop ‘, peIsep ‘, 100Jep ‘ ozep ‘Sununep ‘ Iosuep
‘SNOLIND ‘SUTUUND ‘POYSILIO ‘L JONID ¢, ZRID ‘A)JRID ‘901000 ‘PaASD00 ‘SUISUS[[RYD ‘AUDJed ‘ SS9
-oIRD ‘SNOJIUIR[RD ‘ JRINI( ‘PILIROUSNOI] ‘UoeaIq ‘SeI( ‘snoreqieq ‘Surpgeq ‘A[peq ‘[njme

‘snororye ‘eArjeIyIuue ‘SUNR[IYIUUR ‘SNOTI(UIR ‘ SIOADR ‘PINSHR ‘OAT}IOQR ‘O[qRUITIOJR

SUOTJOWIO DAIIBSOU SWIDIIX

49



Po03 A1oA ‘sheA ‘ArA ¢, mOM ‘SNOIPUOM ‘ JIopUOM ‘IseA ‘A[qeuorjsonbun ‘o[qeastoq
-un ‘o[qerresseun ‘ yinay ‘A ‘ gdumnig ‘snopusuwor) ¢ ansear) ‘gojoudoy ‘doidry ¢ yuey)
LOULLIDY) ‘Troms ‘ woadns ¢ rotedns ‘qradns ‘rodns ¢ $s0001S ‘ Paooons ‘Terjurlsqns ‘ JU0I)S
‘puords ‘pros ‘Surysews ‘dn-ders ‘ 1o0uts ‘ moos ‘ snordunios ‘eotolor ‘ayqeiqnopor ‘surp)
-1el ‘ Soiarnad ‘quejod ‘Teusmwroudyd ¢, 100710d ‘Aypred ‘FUIpuRISING APIU ‘L IROU ‘SNO[OATRU
‘SnofeAIR ‘ OUTUSRUW ‘A[pRUl ‘SNOSN] ‘AYon| ‘Syon| ‘, IYon| ‘pospon ‘yony ‘,uooy ‘o[qe[o
-IAUT ‘AToURsUl ‘, [IPOIoul ‘Yina) ur ‘sopeds Ul ‘Osusomrmil ‘SNOLISH[[I ‘08ny ‘0107 ‘AA0013
‘10013 ‘ JorRIS ¢ opurId ‘pPuURIS ‘,SN00SI0F ‘L LI0[S ‘A[oUINUas ‘ sso[me]) ‘91eI-)S1y ‘ Oljsejue]
‘snomgaer ‘qey ‘ynxe ‘110X ¢, [00X0 ‘snourious ‘Areorpeydue ¢ 108ee ‘ wRUAp ‘ATUSI[IASD
‘A[peonap ¢, YSI[ap ,SNOIIEP ,[qRI9[EP ‘AjoTugep ‘9lruygep ‘A[prep ‘Apuep ‘Suryoerd el
LOUTATO0D ‘ATIUOPTUOD ‘JUOPIUOD ‘90UOPTUOD ‘ YSLIOYD ‘ SUa[[eyd ‘ [njored ‘sppo [[e £q

¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢
«URI[[LI] ‘,Sso[q ‘)soq ‘dn-Sueq ‘njme ‘omwosome ‘Furiidsur-ome ‘ (SIUOJSE ‘DUO-Y ‘ ZeuIe

SUOTj0Wd dAIYNSOd SUIOIIXH

20



Table 2. Descriptive statistics: exchange membership and industry composition.

This table presents exchange membership (Panel A) and industry composition (Panel B) for Compustat
universe and for the three overlapping samples: the sample of CEOs (CEQ), the sample of CFOs (CFO),
and the sample for the model that includes discretionary accruals (DAC).

Panel A: Firms by stock exchange in 2005
Compustat, % CEO, % CFO,% DAC, %

Non-traded Company or Security 2.42 0.27 0.31 0.29
New York Stock Exchange 27.44 45.43 47.54 45.99
NYSE Amex 6.16 1.37 1.01 0.94
OTC Bulletin Board 9.97 1.49 1.01 1.08
NASDAQ-NMS Stock Market 39.00 46.02 44.98 46.71
NYSE Arca 2.36 0.04 0.00 0.00
Other-OTC 12.64 5.37 5.15 4.99
Number of observations 8083 2549 2272 1383

Panel B: Firms by industry in 2005
Compustat, % CEO, % CFO, % DAC, %

Mining/Construction 1.69 2.00 1.85 2.17
Food 1.53 2.04 2.16 2.75
Textiles/Print /Publish 2.90 4.63 4.49 5.93
Chemicals 1.98 2.43 2.55 3.33
Pharmaceuticals 6.34 5.88 4.97 5.35
Extractive 3.55 3.49 3.26 4.12
Durable Manufacturing 15.95 19.14 18.31 23.28
Computers 12.16 15.06 15.40 19.67
Transportation 4.69 6.08 6.43 7.81
Utilities 3.92 3.53 3.92 0.00
Retail 7.09 10.63 11.05 13.88
Financial 14.19 11.10 11.14 0.00
Insurance/RealEstate 14.49 4.71 4.67 0.00
Services 7.72 8.79 9.42 11.21
Other Industries 1.80 0.47 0.40 0.51
Number of observations 8281 2549 2272 1383
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Table 3. Descriptive statistics: deceptive firm-quarters by year

This table reports the frequency of deceptive firm-quarters by year. The first column is the total number of
firm-quarters by year. The following three columns are counts of deceptive firm-quarters under the
different criteria described in Appendix B: NT, AS25, and AS50; where N is the count of deceptive
firm-quarters under a particular criterion and % is the percentage of deceptive firm-quarters in the total
number of firm-quarters in a particular year.

Panel A: Deceptive firm-quarters by year for CEO sample

NT AS25 AS50

N N % N % N %
2003 1108 227 20.49 80 7.22 64 5.78
2004 4051 828 20.44 357 8.81 230 5.68
2005 4516 720 15.94 429 9.50 291 6.44
2006 5480 417 7.61 271 4.95 211 3.85
2007 1422 60 4.22 34 2.39 29 2.04
Total 16577 2252 13.59 1171 7.06 825 4.98

Panel B: Deceptive firm-quarters by year for CFO sample

NT AS25 AS50

N N % N % N %
2003 1021 207 20.27 84 8.23 64 6.27
2004 3593 748 20.82 322 8.96 204 5.68
2005 3959 649 16.39 392 9.90 252 6.37
2006 4652 401 8.62 243 5.22 178 3.83
2007 1237 48 3.88 28 2.26 22 1.78
Total 14462 2053 14.20 1069 7.39 720 4.98

Panel C: Deceptive firm-quarters by year for DAC sample

NT AS25 AS50

N N % N % N %
2003 392 90 22.96 46 11.73 39 9.95
2004 1369 333 24.32 171 12.49 121 8.84
2005 1527 323 21.15 217 14.21 144 9.43
2006 1595 195 12.23 131 8.21 105 6.58
2007 298 15 5.03 10 3.36 9 3.02
Total 5181 956 18.45 575 11.10 418 8.07
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Table 4. Descriptive statistics: explanatory variables for the sample of CEOs (CFOs)

This table reports descriptive statistics for the variables that we include in our binomial logistic models.
Panel A contains descriptive statistics for the sample of CEOs; Panel B for the sample of CFOs. Variables
are winsorized at 1- and 99- percentiles. The word categories are defined in Table 1.

Panel A: Descriptive statistics for CEO sample (N = 16577)

Mean  Std dev  25th 50th 75th Min Max

weC 1811.46 1129.40 931.00 1611.00 2480.00 192.00 5315.16
References
I 29.25 12.63 20.15 28.01 36.94 4.96 67.03
we 84.01 20.71 69.81 82.96 97.45 37.67 137.51
they 11.89 8.07 6.14 10.40 16.07 0.00 39.66
ipron 121.24 19.32 108.30 121.00 133.73  74.89 172.23
genknlref 5.26 7.14 0.68 2.67 6.71 0.00 37.60
Positives/Negatives
assent 5.91 4.40 2.87 5.04 7.95 0.00 22.38
posemone 52.34 13.50 43.06 51.11 60.28 24.20 93.63
posemoextr 8.79 5.31 5.08 8.00 11.56 0.00 26.97
negate 22.53 8.87 16.29 21.73 27.92 4.54 48.91
anx 1.46 1.84 0.00 0.93 2.19 0.00 9.24
anger 1.37 1.71 0.00 0.91 2.08 0.00 8.29
swear 0.10 0.36 0.00 0.00 0.00 0.00 2.23
negemoextr 3.38 2.79 1.34 2.93 4.91 0.00 13.03
Cognitive mechanism
certain 23.15 7.84 17.76 22.45 27.83 6.53 46.59
tentat 50.64 13.72 41.27 49.86 59.30 19.39 88.00
Other cues

hesit 0.19 0.54 0.00 0.00 0.00 0.00 3.24
shvalue 0.05 0.25 0.00 0.00 0.00 0.00 1.77
value 0.04 0.20 0.00 0.00 0.00 0.00 1.45
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Panel B: Descriptive statistics for CFO sample (N = 14462)

Mean Std dev  25th 50th 75th Min Max

we 987.82  750.02 438.25 777.50 1303.00 161.00 3780.51
References
I 12.59 6.46 7.96 11.95 16.37 0.00 32.59
we 39.30 10.80 31.83 3891 46.34 13.95 67.33
they 3.46 3.28 1.06 2.74 4.94 0.00 16.09
ipron 57.60 10.94 50.34  57.43 64.60  31.57  87.39
genknlref 2.55 3.69 0.00 1.16 3.42 0.00 18.70
Positives/Negatives
assent 4.32 3.45 1.94 3.59 .86 0.00 17.34

posemone 22.52 7.49 1743  22.07 27.00 6.24 44.37
posemoextr  2.70 2.33 0.89 2.35 4.01 0.00 10.24

negate 10.37 5.00 6.96 9.84 13.22 0.00 26.21
anx 0.50 0.90 0.00 0.00 0.76 0.00 4.45
anger 0.35 0.71 0.00 0.00 0.47 0.00 3.63
swear 0.03 0.15 0.00 0.00 0.00 0.00 1.13

negemoextr  1.14 1.38 0.00 0.76 1.81 0.00 6.37

Cognitive mechanism

certain 10.35 4.66 7.19 9.97 13.11 0.00 24.32

tentat 23.56 7.57 18.35  23.22 28.23 6.64 44.64
Other cues

hesit 0.10 0.37 0.00 0.00 0.00 0.00 2.39

shvalue 0.01 0.08 0.00 0.00 0.00 0.00 0.67

value 0.00 0.04 0.00 0.00 0.00 0.00 0.39
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Figure 1. ROC curve for the sample of CEOs of financial firms

The ROC curve is produced by the threshold averaging over 100 cross-validation runs. Specifically, each
cutoff (threshold) for the probability of deception corresponds to a point on the ROC curve. For each
cutoff, we average the true positive rate and the false positive rate for the 100 out-of-sample classifications,
which we obtain by 5-fold cross-validation repeated 20 times. The diagonal is the ROC curve for a random
classifier. The bars on the ROC curve show the 95% confidence intervals at the cutoffs for the probability
of deception equal to 0.25, 0.50, and 0.75.
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Table 5. Results for financial firms: the no-threshold criterion

This table reports classification results of the logistic models that use all word-based variables defined in
Table 1 for CEOs (Panel A) and CFOs (Panel B) to predict deceptive instances under no-threshold
criterion (Appendix B). The first half of the table presents means over 100 cross-validation runs of
out-of-sample performance measures: AUC (the area under ROC) in percentages, precision (the percentage
of actual deceptive instances among those classified by the algorithm as deceptive), and accuracy (the
percentage of correctly classified instances). Here, 100 cross-validation runs is a result of 5-fold
cross-validation repeated 20 times. Here, “t-test vs. 50%” is the value of the t-statistic testing the null
hypothesis of the mean AUC being equal to 50% which is the AUC of a random classifier. The second half
of the table reports factors by which the odds of a deceptive instance is multiplied if the number or words in
a particular category increases by 1% of the median instance length. Specifically, for CEOs we report e!'®8
(i.e., 1% of 1,526), and for CFOs we report ¢ (i.e., 1% of 708). For the word count wec¥, we present the
effect of increasing the instance length by the the median instance length (i.e., €!925% for CEOs and 7988
for CFOs). Only factors for coeflicients significant at 10% (two-tailed) are shown; estimates of intercepts
are omitted. We perform 1000 stratified bootstrap replications to compute percentile confidence intervals.
Explanatory variables are winsorized at 1- and 99- percentile to mitigate the effect of outliers. Here, *, *x,
and * * * denote correspondingly factors for coefficients significant at 10%, 5%, and 1% significance level.

Panel A: CEO Panel B: CFO
Sample composition

Total firm-quarters 1533 1265
Deceptive firm-quarters 160 130
Deceptive firm-quarters(%) 10.44 10.28
AUC, Precision, and Accuracy in %
AUC (t-test vs. 50 %) 58.93 (20.26) 53.56 (6.37)
Precision 13.76 11.57
Accuracy 64.27 62.61
Logistic regression
Word count
wct +/— 1.24**
References
ipron +/— 0.90*
genknlref +/- 1.69***
Positives/Negatives
assent — 0.55*
negemoextr + 3.48**
Cognitive mechanism
certain - 1.72%**
tentat + 0.77%* 0.80**
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Table 6. AUC, Precision, and Accuracy for the samples of CEOs (CFOs) for the NT, AS25, and
AS50 criteria

This table reports classification performance of the logistic models that use all word-based variables defined
in Table 1 for CEOs (Panel A) and CFOs (Panel B) to predict deceptive instances under NT, AS25, and
AS50 criteria (Appendix B). We compute means over 100 cross-validation runs of out-of-sample
performance measures: AUC (the area under ROC) in percentages, precision (the percentage of actual
deceptive instances among those classified by the algorithm as deceptive), and accuracy (the percentage of
correctly classified instances). Here, 100 cross-validation runs is a result of 10-fold cross-validation repeated
10 times. Here, “t-test vs. 50%” is the value of the t-statistic testing the null hypothesis of the mean AUC
being equal to 50% which is an AUC of a random classifier. Explanatory variables are winsorized at 1- and
99- percentile to mitigate the effect of outliers.

Panel A: CEO sample
Sample composition

NT AS25 AS50
Total firm-quarters 16577 16577 16577
Deceptive firm-quarters 2252 1171 825
Deceptive firm-quarters(%) 13.59 7.06 4.98
AUC, Precision, and Accuracy in %
AUC (t-test vs. 50 %) 56.37 (32.05) 54.06 (15.84) 56.29 (21.22)
Precision 16.73 7.90 5.84
Accuracy 65.03 53.10 53.07
Panel B: CFO
Sample composition
NT AS25 AS50
Total firm-quarters 14462 14462 14462
Deceptive firm-quarters 2053 1069 720
Deceptive firm-quarters(%) 14.2 7.39 4.98
AUC, Precision, and Accuracy in %
AUC (t-test vs. 50 %) 56.35 (33.53) 53.67 (14.12) 54.83 (16.23)
Precision 16.80 8.41 5.70
Accuracy 58.31 59.54 52.43
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Table 7. Logistic regression for the sample of CEOs (CFOs) for the NT, AS25, and AS50 criteria

This table summarizes estimation of the logistic models that use all word-based variables defined in Table 1
for CEOs (Panel A) and CFOs (Panel B) to predict deceptive instances under NT, AS25, and AS50 criteria
(Appendix B). The table reports factors by which the odds of a deceptive instance is multiplied if the
number or words in a particular category increases by 1% of the median instance length. Specifically, for
CEOs we report €'6? (i.e, 1% of 1,611), and for CFOs we report €7 (i.e., 1% of 777). For the word count
wet, we present the effect of increasing the instance length by the median instance length (i.e., e:6117 for
CEOs and e™# for CFOs); whereas for swear®, hesit", shvalue’ and value' the effect of increasing in the
number of words in the corresponding category by one word (i.e., €?). Only factors for coefficients
significant at 10% (two-tailed) are shown; estimates of intercepts are omitted. We perform 1000 stratified
bootstrap replications to compute percentile confidence intervals. Explanatory variables are winsorized at
1- and 99- percentile to mitigate the effect of outliers. Here, *, **, and * % x denote correspondingly factors
for coefficients significant at 10%, 5%, and 1% significance level.

Panel A: CEO sample (N = 16577)
NT AS25 AS50

Word count
wet +/— 1.10*
References
I — 0.93**
we + 0.94*** 1.05*
they e 1.24%+
ipron +/- 1.08***
genknlref +/— 149" 1.23"
Positives/Negatives
assent — 1.30*
posemone — 0.93**
posemoextr +/— 1.23***
anx + 0.67* 0.47*  0.43**
swear’ + 0.86** 0.78**

negemoextr  + 0.76**  0.67**  0.63*
Cognitive mechanism

certain — 0.85**
Other cues

hesit! +/- 0.88*

shvalue' +/—  0.84*

value' +/— 0.75**  0.65"* 0.67""
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Panel B: CFO sample (N = 14462)

NT AS25  AS50

Word count
wet +/—  1.08™*  1.11%*
References
they +/— 087  0.84*
genknlref +/— 139 1.18" 1.14*
Positives/Negatives
assent — 1.11**
posemone — 0.92***  0.90*** 0.82***
anx + 0.67**
Cognitive mechanism
certain — 1.08**  1.08*
tentat + 1.04*
Other cues
shvalue’ +/—  0.40*
value® +/—- 0.12*
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Table 8. Descriptive statistics: discretionary accruals model

This table reports descriptive statistics for the discretionary accruals model. The unrestated quarterly data
is from Computstat Point In Time. For a number of firms, some balance sheet variables, e.g. Gross PP&E,
are reported only in the fourth quarter. To fill in missing values for balance sheet variables, we exploit
their persistence property and extrapolate them three quarters forward and back (take averages if
possible). If the financial results for the same fiscal quarter correspond to several datadates, we take the
average of final variables. If cash flow from operations item is missing we compute cash flow from
operations following balance sheet method: CFO; = IBQ; — (ACTQ; — ACTQ;—1) — (LCTQ; —
LCTQi—1) — (CHEQ; — CHEQ;-1)+ (DLCQ; — DLCQ;—1) — DPQ;). All variables are winsorized at 1-,
99- percentiles. The coefficients from total accruals regressions are not winsorized. To estimate the
discretionary part of total accruals, we replicate [Kasznik| [1999], and estimate the following regression by
2-digit SIC code and fiscal quarter:

TAC;; = po + f1(ASalesyy — AAR;;) + B2 PPE;; + f3sACF Oy + €5

Panel A: Definition of variables for the discretionary accruals model

Category Abbreviation  Calculation

Average total assets mAT %; or AT Q1 if ATQ; is missing; or ATQ;
if ATQ¢_1 is missing

Operating cash flow CFO OANCFQy; or if missing calculated by balance sheet
method

Total accruals TAC IBCQ; — (CFOy — XIDOCQ) as in Hribar and

Collins [2002]; or if missing calculated as NIQ; —

CFOq

Change in sales adjusted for dSALEmdAR (SALEQ;— SALEQ;—1)— (RECTQ;— RECTQ:_1)

change in receivables
Gross PP&E PPE PPEGTQ;
Change in CFO dCFO CFO; — CFO;_4

nTAC, ndSALEmdAR, nPPE, ndCFO are corresponding variables scaled by mAT
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Panel B: Model for prediction of deceptive instances

Category

Abbreviation Calculation

Discretionary accruals

Actual issuance

Market capitalization

Free cash flow

Growth in cash sales

nDAC

CAPMKT

MCAP
FCF

GROWTH

Defined as the difference between total accruals and non-
discretionary accruals estimated as fitted value from the re-
gression above

An indicator variable coded 1 if the firm issued securities
or long-term debt (SSTKQ > 0orDLTISQ > 0) and 0
otherwise

CSHOQ: - PRCCQq

CFO; — CAPXQ_Mean; where we compute
CAPXQ_Mean; over 12 quarters requiring at least
three non-missing observations

(SALEQ; — AARy)/(SALEQ;—1 — AAR;—1) — 1

nMCAP, nFCF are corresponding variables scaled by mAT

Descriptive statistics for the discretionary accruals model (N = 5181 )

Mean Std dev 25th 50th 75th Min Max
nMCAP 1.73 1.44 0.80 1.29 2.23 0.11 8.00
nFCF 0.03 0.07 -0.01 0.03 0.07 -0.26 0.24
GROWTH 0.05 0.23 -0.05 0.02 0.11 -0.56 1.21
nDAC 0.03 0.09 -0.02 0.02 0.07 -0.23 0.32

Actual issuance
N Percentage of 0 Percentage of 1

Actual issuance 5181 3.57 96.43

61



OI9Z SI S9[qeLIeA OAD

poseq-pIom SUIST PaJRUII)S [9POW 91} I0] )Y PUR SO[qeLIRA ()H) POSe(-PIoM SUISTL PAIRUIIISO [9POW 91 I0J )|y Uo0M]Id( SURSW Ul SOUSIOPIP
poared oy ey sisoyjodAy [u oY $3803 JeY) O13sIje)s- paared oyy Jo onfea oyg SI UWNod O 9Y} UL (8" ONfeA 9} Y [oue ut ‘ojdurexo 10y,

0€7¢ 98°L¢  OJAD+OHD+ DVA

80°0T- LT°61 €L°6G OdD+ DVA

S7'9- ¢0'c G861 Lv'98 Ooddo+ dvd

¢yal- L9°L- 1¢°6- 10°6 16°¢S ovd

V88" 0T'1- AN G6°G 0T8T 647694 odd

0€"2- .70 69°€- 07’9 | 080 9981 ¢6°'4S 04D
OAD+TOED+ DVA  OdAD+ DVA  OHAD+ DVA | DVA | OAD  %0§ SA 1893-3 9 ueow

LN -V [oued

208 TTT  GF'ST  (9%)storrenb-urry oarpdesa(g
QIV GG 9G6 sterenb-urry aA13daos(]
I8T¢  I8IS  T8IS sIajrenb-uiay 1307,

0SSV S¢SV N
uoryisodwos apdureg

62

"SIOT[INO JO 100f0 oY} oeSIHI 04 o[1puadIed -GG PUE -T e PozLIOSULM ore so[qeLres LojeueldXy [¢b1oz sI umm[od oy

Ul [opPOW 97} I0J 9INSBOW 90URULIOLIDd 91} PUR MOI 1] Ul [OPOW 91[} I0J dINSBOW 90URULIOJIod 91} WO9M)O( SURIW Ul d0USIOHPIP poired oY) Jey)
[[ 913 4893 jey} sanstjeys-y parred ore . OAD+0AD+OVAs “«OID+IVAy ‘«OTDFTIVAy ‘«WIVA» «OdD, S8 PO[PYR[ SUWN[0D oY) Ul SON[RA
“I9YISSR[D WOpURI ® JO D)y Ue ST YoIyMm 9,0¢ 09 [enbe Suteq HNy uesw a1} Jo sisey[jodAY [[u oY) JUIIsa) d1Is1IRIS-3 o[} JO an[eA a3 ST 950G
"SA 1599-1,, ‘919 “eIRp Jo 41[dS aureS 9Y) UO PIISI) PUR Pajeuse a1t - (OID+0HD+OVA) selqelres 01D /O Paseq-pPlom puer sa[qeLIeA
reoueuy ‘(QAD+OVA) So[qeLrea ) Poseq-piom pue so[qerrea [eoueuy ‘(QHD+OV) SP[qRLIRA O POSR]-PIOM PUR SO[(RLIBA [RIOURUIY
(DVQ) serqetrea fepueny {(OAD) SO[qRLIRA OAD) PIS]-PIos {(QHD) SPIqRLERA OHD PISL]-PIOM - SI[(RLIEA JO 195 JUDIDPIP [HIM S[OPOUIL
O19SIB0] [RIWUOUI] XIS "seanseat soueurIofrod ojdures-Jo-1no (0T Yim sn sopraoxd yorgm sowr) ()] pejeadal UOI)epI[eA-SSOId PIOJ-()T twriofrod op\
(g xpuaddy) 2a13deoep sk seoue)sul Suraqe] 0] BLIILID dj0uap (D [oued) OGSV Pue ‘(g pPued) 6gSV ‘(v Pued) TN ‘OI0H SO[(RLIRA [RIDURUY
pue/10 sand [eqIaa Jursn sedur)sur aa1pdesep 101paid JeY) s[epow oY) I0] seSejusdiad ul (HOY Iopun eale o)) DNV siussead aiqes SIyT,

RLIDILID ()GSY PUR ‘GZSVY ‘LN 92 I0J So[(RLIRA [RIDURUY PUR /IO SOND [RCISA UO Paseq s[epouw Jo uostredwos ()Y "6 9[qRL,



V1'T¢ I2'8¢  OAD+TOID+ DVA

997~ 80°GT ¢9'9¢ OdD+ DVA

gg'e- 1€°0 ! G894 Oodd+ Dvd

68°9- ¢6'€- 8LV~ 6¢°6 6€7S ovda

L9°¥- e G6°0- Gc'e Lv'cl 6094 Oodd

8T'9- 9y 1- €0°G- 08'T | 99°0- 96¢l 19°69 Oodd
OAD1TOHD+ DVA  OdAD+ DVA  OHD+ DVA | DVA | OdD  %0§ SA 1893-3 %, Ueow

0SSV -0 [Purd

€L°61 69°9¢  OJAD+OHD+ DVA

061~ Ge'8I 80°9¢ OdD+ DVA

9.°€- Gc'1- 96°¢T 0s-q¢ Oodd+ Dvd

86°¢- ¥6'1- L€°0- 09T 9¢°6¢ ovda

08°G- 61°9- 841~ 6¢°1- 8¢¢l 1974 odd

Ly'6- 0T°G- GL6- ¢6'€- | 8T'¢C- L9'6 E€V'€S (OICI9)
OdD1TOHD+ DVA  OdD+ DVA  OHD+ DVA | DVA | OdD  %0G SA 1893-3 9, Ueow

GCSV -d [Pued

63



Table 10. AUC, Precision, and Accuracy for the samples of CEOs (CFOs) for the PS25 and PS50

criteria

This table reports classification performance of the logistic models that use all word-based variables defined
in Table 1 for CEOs (Panel A) and CFOs (Panel B) to predict deceptive instances under PS25 and PS50
criteria (Appendix B). We compute means over 100 cross-validation runs of out-of-sample performance
measures: AUC (the area under ROC) in percentages, precision (the percentage of actual deceptive
instances among those classified by the algorithm as deceptive), and accuracy (the percentage of correctly
classified instances). Here, 100 cross-validation runs is a result of 10-fold cross-validation repeated 10
times. Here, “t-test vs. 50%” is the value of the t-statistic testing the null hypothesis of the mean AUC
being equal to 50% which is the AUC of a random classifier. Explanatory variables are winsorized at 1-
and 99- percentile to mitigate the effect of outliers.

Panel A: CEO sample
Sample composition

PS25 PS50
Total firm-quarters 16577 16577
Deceptive firm-quarters 889 609
Deceptive firm-quarters(%) 5.36 3.67
AUC, Precision, and Accuracy %
AUC (t-test vs. 50 %) 53.96 (14.01) 55.74 (18.72)
Precision 6.00 4.21
Accuracy 54.65 52.42
Panel B: CFO
Sample composition
PS25 PS50
Total firm-quarters 14462 14462
Deceptive firm-quarters 813 539
Deceptive firm-quarters(%) 5.62 3.73
AUC, Precision, and Accuracy %
AUC (t-test vs. 50 %) 53.62 (11.40) 53.67 (8.81)
Precision 6.38 4.20
Accuracy 59.68 56.24
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Table 11. AUC, Precision, and Accuracy for adjusted vs. unadjusted word categories for the NT,
AS25, and AS50 criteria

This table reports out-of-sample classification performance for the logistic models that predict deceptive
instances using adjusted and unadjusted word categories listed in Table 1 for CEOs (Panel A) and CFOs
(Panel B). The word categories are adjusted by subtracting the mean over previous non-deceptive instances
for every individual in the sample (requiring at least two quarters). It reports AUC (the area under ROC)
in percentages, precision (the percentage of actual deceptive instances among those classified by the
algorithm as deceptive), and accuracy (the percentage of correctly classified instances). Here, NT, AS25,
and AS50 denote criteria for labeling instances as deceptive (Appendix B). We perform 10-fold
cross-validation repeated 10 times which provides us with 100 out-of-sample performance measures. Two
binomial logistic models with different set of variables - adjusted and unadjusted word categories - are
estimated and tested on the same split of data. Here, “t-test vs. 50%” is the value of the t-statistic testing
the null hypothesis of the mean AUC being equal to 50% which is the AUC of a random classifier. The
column “t-test” reports paired t-statistics that test the null that the paired difference in means between the
performance measure for the model with unadjusted and adjusted categories is zero. Explanatory variables
are winsorized at 1- and 99- percentile to mitigate the effect of outliers.

Panel A: CEO
Sample composition
NT AS25 AS50

Total firm-quarters 9500 10440 10647
Deceptive firm-quarters 198 321 243
Deceptive firm-quarters(%) 2.08 3.07 2.28

NT

Unadjusted Adjusted t-test
AUC (t-test vs. 50%) 60.20(15.30) 56.99(11.52)  4.27
Precision 2.96 2.74 3.03
Accuracy 61.68 61.22 2.34

AS25

Unadjusted Adjusted t-test
AUC (t-test vs. 50%) 56.43(13.08) 58.34(17.44) -2.62
Precision 3.79 4.08 -3.11
Accuracy 56.92 59.81 -12.91

AS50

Unadjusted Adjusted t-test
AUC (t-test vs. 50%) 56.85(11.69)  55.55(9.69) 1.89
Precision 2.67 2.75 -1.08
Accuracy 57.28 58.41 -5.71
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Panel B: CFO

Sample composition

NT AS25 AS50

Total firm-quarters 7981 8792 8977
Deceptive firm-quarters 152 256 168
Deceptive firm-quarters(%) 1.9 2.91 1.87

NT

Unadjusted Adjusted t-test
AUC (t-test vs. 50%) 50.50(0.73)  56.14(7.42)  -5.70
Precision 2.00 2.26 -3.26
Accuracy 54.37 61.86 -28.40

AS25

Unadjusted Adjusted t-test
AUC (t-test vs. 50%) 54.66(8.70)  57.09(12.09) -3.63
Precision 3.37 3.78 -5.40
Accuracy 56.41 60.32 -20.04

AS50

Unadjusted Adjusted t-test
AUC (t-test vs. 50%) 57.53(12.46) 60.22(14.02) -4.01
Precision 2.17 2.50 -4.59
Accuracy 56.73 63.40 -36.94
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Table 12. Logistic regression for the samples of CEOs (CFOs) with adjusted word categories for
the NT, AS25, and AS50 criteria

This table summarizes estimation of the logistic models that use all adjusted word categories defined in
Table 1 for CEOs (Panel A) and CFOs (Panel B) to predict deceptive instances under NT, AS25, and
AS50 criteria (Appendix B). The word categories are adjusted by subtracting the mean over previous
non-deceptive instances for every individual in the sample (requiring at least two instances). The table
reports factors by which the odds of a deceptive instance is multiplied if the number or words in a
particular category increases by 1% of the median instance length. Specifically, for CEOs we report e'6?
(i.e, 1% of 1,611), and for CFOs we report €™ (i.e., 1% of 777). For the word count wct, we present the
effect of increasing the instance length by the median instance length (i.e., e"618 for CEOs and ¢”""? for
CFOs); whereas for swear’, hesit', shvalue' and value' the effect of the increase in the number of words
in the corresponding category by one word (i.e., ¢?). Only factors for coefficients significant at 10%
(two-tailed) are shown; estimates of intercepts are omitted. We perform 1000 stratified bootstrap
replications to compute percentile confidence intervals. Explanatory variables are winsorized at 1- and 99-
percentile to mitigate the effect of outliers. Here, %, %%, and * % x denote correspondingly factors for
coefficients significant at 10%, 5%, and 1% significance level.

Panel A: Adjusted CEO sample
NT AS25  AS50

Word count
wet +/— 1.28*
References
I — 0.69***
they +/— 153 1.31*
ipron +/— 1.13*
genknlref +/—  0.67 077 0.74*
Positives/Negatives
assent — 0.63*
posemoextr +/—  1.72**
negate + 0.76**
swear! + 0.73*
Cognitive mechanism
certain — 1.45***  1.69***
tentat + 1.27**
Other cues
hesit! +/— 1.35* 0.78*
shvalue! +/—  1.83*
valuel +/- 0.38***  0.50™*
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Panel B: Adjusted CFO sample

NT AS25  AS50

References
I — 0.80**
ipron +/— 116"
genknlref +/— 074 0.58"*  0.50%**
Positives/Negatives
assent — 0.67**
posemone — 1.24** 0.89*  0.80"**
posemoextr +/—  0.64* 0.70*
anger + 0.36*
swear! + 6.12%**
negemoextr + 2.15** 2.11*
Other cues
valuel +/—  19.65*** 0.07**
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