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Talk Structure

* Connectionist Background Material

* To Recognize Shapes, First Learn to Generate Images [Hinton
2000]

* Learning Hierarchical Category Structure in Deep Neural
Networks [Saxe et al 2013]




Connectionist Background

 Neural Plausibility

 Pandemonium - [Selfridge 1958

e Perceptrons - [Minsky & Papert 1969




Neural Plausibility

e Connectionist models are only
vaguely related to actual
neurons and brains.

 Many simplifications or
patently unreal properties
exist in Connectionist models




Pandemonium Model

K6 7. Pattern recognition and attention

EaCh |ayer COmpriseS many FEATURI“I DEVMONS COGNITIVE DEMONS
iIndependent agents, or
demons, running concurrently.

Demons become more or less
vocal depending on input they
see In previous layer.

Most active top level demons
get represented in active
conscious mind.

An early model of Parallel
Distributed Processing (PDP)
[Selfridge 1958]




Perceptrons

Early type of Neural Network
consisting of an input layer and
output layer.

Easily trainable.

Shown to be incapable of
learning functions not linearly
separable in Perceptrons book
[Minsky & Papert 1969].

Perceptrons book contributed to
the ‘death’ of connectionist
research vs symbolist and the
first Al Winter 1974-1980.




Backpropagation

Neural Networks with 1 or more hidden AQR Nemwork
layers are capable of learning linearly
separable functions, but no algorithm was
known that could train them.

Back propagation is an algorithm that can
train multilayer networks ‘rediscovered’
and popularized in the mid 80’s by several
people including Hinton.

Algorithm works by computing the error
between the expected output and the
actual output and distributing that error
over the previous connections, correcting
the connection weights by a small amount.

Works by gradient descent over a number
of training epochs on labeled data.
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Al Winter(s

e Twice in the history of Artificial Intelligence has research progress and funding dried
up, these are referred to as the ‘Al Winters’, 1974-1980 and 1987-1993.

e Precipitated by overpromises of early researchers and infighting between

Connectionist and Symbolicist approaches to Al, each of which at times has been
ascendant.

 Much promising research was delayed or had funding cut.




e Best performance today with Deep

lest Data

e Several standard data sets are used ;
in Al in order to compare the l:fj i L ( jf 5- !l

performance of various algorithms.

« Contests are also held, both ’2 #’ --a 2 _,;1 3 >7

academic and commercial
(Kaggle).

« MNIST - Mixed National Institute of ? ? '.l f j 5 ':)

Standards and Technology -
handwriting database used in the
papers reviewed.

Learning is within a few percent of
what humans can do.
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* Connectionist Background Material

- To Recognize Shapes, First Learn to Generate Images
[Hinton 2006]

* Learning Hierarchical Category Structure in Deep Neural




5 Strategies for Learning
Multilayer Networks

e Support Vector Machines - Perceptrons

e Evolutionary exploration of weight space




Evolutionary exploration of
welgnht space

e Starting from initial
configuration, perturb a G oG
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* |n a fully connected network,
any single weight changed
could affect the output for any
input in the test data.

 Computationally impractical, |
know of no model of any size
that uses should an algorithm.
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Multilayer Feature Detectors

e Attempts to learn ‘interesting correlations’ between input elements as
features detectors in hidden layers.

e Can be composed hierarchically of many layers, each learning
'Interesting correlations’ between the elements in the previous layer.

« Without guidance by desired output any ‘interesting correlation’ in
input could be learned as a feature. Atthe top level feature detectors




Wake-Sleep Algorithm

How to learn a set of features that are good for
reconstructing images of the digit 2

Hinton’s very successful Deep
Learning Network.

Can consist of multiple layers.
Latest research shows the more
the merrier, some networks 9-10
hidden layers.

Each layer consists of a
Randomized Boltzmann
Machine (RBM), top layer with
symmetric connections.

Trains very fast and performs
better than Backprop.
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» This divides the task of modeling its

50 binary S0 binary
feature feature
neurons neurons

it weights Decrement weights
bctween an active between an active
pixel and an active poxel and an active
feature feature
16x 16 16x 16
pael ptxel
mage irnage

reconstruction

(reality) (lower energy than reality)

Why does greedy learning work?

+ Each RBM converts its data distribution

into a posterior distribution over its
hidden units I
Task 2 [?(h I W )
data into two tasks
- d\'( 1 Leam ger ~'a! ve weights
n the posterior
n :'»..-' ver Hr- hie ! en units

posterior distribution

fist ; ;
nto the data on hidden units

Tas m o mode! the postenor
distribution over the hidoen units
The RBM does a good job of task 1
and a not so good job of task 2

Task 1 || POV A

» Task 2 is easier (for the next RBM) than

modeling the original data because the
posterior distnbution is closer to a
distribution that an RBM can model

perfectly

data distnibution
on visible units



Wake-Sleep Cont.

The generative model after learning 3 layers

To generate data: | h3

* Top layer forms an associative 1 Getan cquhtrum sanpe |

from the top-level RBM by

memOI’y that Settles |nto Stable performing alternating

Gibbs sampling » h2
state. i e Tt i
other layers h1 \
L ] l W
. ‘ So the lower level bottom-up r
* Paper discusses augmenting connections are not partof | data
: the generative model
Wake-Sleep with Backprop for
flne tUﬂIﬂg. AKA Bag Of A neural model of digit recognition

I ) The top two layers form ar
T”CKS > L :E» . ou 2000 top-level neurons

tve memory wnose

qy landscape modeis the low
dimensional manifolds of the

o I—l | n‘to n ,S G Oog |e P rese ntat I O n The energy valleys have Names

The model learns to generate
combinations of labels and images.

To perform recognition we start with a
neutral state of the label units and do
an up-pass from the image followed
by a few iterations of the top-level
associative memory.
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https://www.youtube.com/watch?v=AyzOUbkUf3M
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| earning Hierarchical Category Structure

» Uses Singular Value Decomposition (SVD) to
investigate efficiency and learning dynamics
of backpropagation.

Propertics

g2 S

I

231 S
Singular values show importance relation Input-outpu Feature systhesionr oo
between matrix dimensions.

Object analy rer
vectors

Exhibits non linear learning dynamics
including rapid stage like transitions.

Used a probabilistic generative system to
develop arbitrary hierarchical structured data.

Simulation
Theory

Singular values and their magnitudes reflect
hierarchal organized data and the degrees of T
separation. T e
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Learning dynamics are strongly correlated
with magnitudes of singular values. Stronger
input/output correlations described by singular
values take less time to learn.
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etting Structure Emerge

 McClelland et al argues that Connectionism is a better way forward for cognitive science
than structured probabilistic approaches.

» Structured probabilistic approaches require too much specified knowledge such as the form
of the hypothesis space, space of concepts and related structures, priors etc, that may not
be present in the real world, e.g. taxonomy hierarchies and prey/predator similarities.

» Stresses the relevance of the Algorithmic level in modeling cognition. Places importance on
‘integrated accounts’ across multiple levels of analysis for cognitive modeling.




Talk Structure

* Connectionist Background Material

* To Recognize Shapes, First Learn to Generate Images [Hinton
2000]

* Learning Hierarchical Category Structure in Deep Neural




Semantic Meaning of
Individual Units

Neural Networks classically viewed as
hierarchical feature detectors. A classification
decision is made based on the features
identified in the input.

Individual neurons or ‘units’ each learn to
recognize one distinguishing feature in the
input.

Features detectors learned form a basis
vector set for interpreting data. Researchers
like to think these feature units have semantic
interpretations.

Turns out any random transformation of basis
still has semantic interpretation.

Implication - Neural Networks are not semantic
feature detectors, but instead encode data
regularities across whole activation surface.
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Natural Basis
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(a) Unit sensitive to lower round stroke.
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(c) Unit senstive to left, upper round
stroke.

Random Basis
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(a) Direction sensitive to upper straight
stroke, or lower round stroke.
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(c) Direction senstive to round top stroke.




Adversarial Examples

e Minor perturbations to input cause wild
misclassifications.

« Effect appears independent of any
particular Connectionist model or
set of hyperparameters.

e Seems to be ‘In the data’.

* Implications
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* To Recognize Shapes, First Learn to Generate Images [Hinton
2000]

* Learning Hierarchical Category Structure in Deep Neural
- Networks [Saxe et al 2013]

Future of Connectionism



Future of Connectionism

Deep Learning networks currently
dominate Al competitions and
performance on tasks such at MINST data.

Success is being driven by hardware
advances in programmable GPUs due to

parallel nature of Connectionist algorithms. c. S, - S
? O - mput feature ma feature maps feature maps feature maps output
Progress now ‘plugged in’ to Moore’s Law. 32532 %x28 x4 10x10  5x5 4

Software tools growing in sophistication. Rok
A

Google Voice Recognition on Android - Y
phones. classification

Convolutional Networks.

Prediction: Performance increases will & Y \
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amplifiable by parallelization on GPUs. ). P
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