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This dissertation focuses on the acquisition of the English verbal be-passive and the in-

teraction between the lexical meaning of a verb and young children’s observed behavior

with the verb in the passive. Specifically, I investigate how children exploit lexical seman-

tic information from their input in order to learn which verbs can passivize and which

cannot.

The rest of the dissertation is organized in the following way: In Chapter 2, I introduce

the case study of passives and discuss previous research on the acquisition of verbal pas-

sives in English and how lexical features can play a pivotal role in explaining children’s

understanding of verbal passives. In Chapter 3, I present a corpus study on the relation-

ship between children’s age of acquiring a verb in the verbal passive and the linguistic

input that is available to them. In Chapter 4, I present a behavioral study in which I test

whether linguistic behavior within a group of children can be predicted by a verb’s lex-

ical feature makeup. In Chapter 5, I model the developmental trajectory that we’ve seen

in Chapters 2 and 3 via a naive Bayesian learner to explore an acquisition story where

children are impacted by lexical features. In Chapter 6, I present a behavioral study on

how children deal with the passivization of novel (i.e., nonce) verbs with different lexical

feature makeups in an experimental context in which children’s linguistic input is tightly

controlled. Specifically, I test children’s reliance on particular lexical features as predicted

by the computational model developed in the previous chapter. In Chapter 7, I discuss

directions for future work and conclude the dissertation by underscoring the importance

of considering lexical semantic features when investigating the development of syntactic

knowledge.
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Todorović, Marcin Dadan, Lyn Tieu, Jungmin Kang, and Troy Messick. Thank you so

much to Ting Xu for her words of encouragement and being a wonderful mentor. And spe-

cial thanks to Helen Koulidobrova and Jean Crawford who have made every November

outrageously fun with our annual BUCLD sleepover at Jean’s apartment in Cambridge,

MA.

Over the last eight years, I had often split my time between Linguistics and the IGERT/

IBACS community which is composed of some incredible language scientists. Thank you

to Paul Allopenna, Gerry Altmann, Inge-Marie Eigsti, Deanna Gagne, Chris Heffner, Jim

Magnuson, Hanna Morrow, Emily Myers, Yanina Prystauka, and Whit Tabor for showing

me the many ways in which we can ask questions about how language can be studied and

how illuminating interdisciplinary research can be.

For making my undergraduate years at the University of Maryland fun and challeng-

ing, I’d like to thank my advisors Jeff Lidz and Valentine Hacquard for their support

and guidance even now when I am no longer their student. To Colin Phillips and Dustin

Chacón who are always happy to see me whenever we meet each other at UConn or at

conferences. And lastly, thank you to Rachel Dudley, Megan Sutton, Alexis Wellwood,

Anna Namyst, and Tania Delgado. I couldn’t have asked for a more stimulating environ-

ment for a budding linguist.

My world has been all the richer for the friends that I have made attending linguis-

tics conferences. People who have brighten every coffee break and conference dinners

include Thuy Bui, Ailis Cournane, Michael Yoshitaka Erlewine, Hannah Forsythe, Ava

Irani, Hadas Kotek, Victoria Mateau, Yohei Oseki, Jason Ostrove, Ayaka Sugawara, and

ix
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1 ∣ The Big Three Questions

1.1 Introduction

One of the most daunting tasks for a child is navigating through her language environ-

ment in an effort to successfully acquire a grammar that mirrors that of her language

community. But while children reach this adult target state at a remarkably rapid rate,

the developmental path taken is not a direct reflection of the child’s input. That is, there

is often a mismatch between the evidence that is available to children and what children

are able to show they know about their native language. In order to fully understand the

acquisition process, language scientists are interested in answering three questions:

Q1 What kinds of evidence are available to children in their input? How much evidence

of various types are children receiving?

Q2 What is the nature of children’s linguistic knowledge and their capacity to deploy

that knowledge during the course of development?

Q3 What is a precise theory of how children harness evidence from their input to ac-

quire sophisticated linguistic knowledge?

Thus, a full investigation into how children successfully learn language requires a

framework consisting of three components: (i) fine-grained analyses of the input that is

available to children, (ii) experimental studies of children’s linguistic behavior at different

periods of development, and (iii) computationally-explicit learning theory that capture

the process of how children integrate their knowledge and input.
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1.2 Where Does this Dissertation Come in?

One clear example of a mismatch between children’s behavior and their learning environ-

ment is the development of the English verbal be-passive (henceforth “verbal passive”).

On the surface, a verbal passive such as that in (1.1) is understood as being in syntactic

alternation with its active counterpart in (1.2). On this view, acquiring the verbal passive

would simply require the structural knowledge of how the verbal passive is different from

its active form. However, it seems that lexical meaning plays a crucial role in the devel-

opment of these passives. Specifically, while (almost) every verb can readily be used in

the active voice, this is not the case for passives; the set of passivizable verbs that children

must learn is subject to cross-linguistic variation (Keenan and Dryer, 1981). For example,

Vietnamese allows the passivization of intransitive verbs like vomit as in (1.4) in contrast

to English (i.e., *Nam was vomited under the reading where Nam is suffering from bouts of

vomiting). Furthermore, Vietnamese verbal passives also differ from English verbal pas-

sives in its syntactic form; while Vietnamese uses unique passive morphemes (i.e., được

as in (1.3) and bị as in (1.4)) to signal a verbal passive, English verbal passives are signaled

by a change in the verbal morphology, a promotion of the deep object to surface subject

position, and (sometimes) the addition of a by-phrase containing the deep subject of the

sentence. Thus, in addition to acquiring the syntactic form of verbal passives, a child must

also learn which verbs are (un-)available in the verbal passive in the language that she is

learning.

(1.1) Tom was hugged by Lucy.

(1.2) Lucy hugged Tom.

(1.3) Nam được Huyền ỏm.

Nam PASS Huyen hug

‘Nam was hugged by Huyen.’
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(1.4) Nam bị ói.

Nam PASS vomit

‘Nam was vomited’ as in Nam is suffering from bouts of vomiting

It has been observed that English-speaking children seem to be delayed in their under-

standing of verbal passives despite hearing some passives (of any kind) in their input

(Gordon and Chafetz, 1990). This delay in understanding has often been attributed to a

non-adult-like linguistic representation of the grammatical structure of verbal passives

in young children’s grammars (Borer and Wexler, 1987, 1992; Fox and Grodzinsky, 1998;

Snyder and Hyams, 2015, a.o.). Furthermore, it has been observed that there is an interac-

tion between the lexical characteristics of a verb and children’s performance on tests using

that verb in the verbal passive (Maratsos et al., 1985). For example, verbal passives with

verbs like hug (1.1) have been claimed to be easier for young English-speaking children

than verbal passives with verbs like love (1.5), even though English-speaking adults allow

both (1.1) and (1.5). I will refer to this interaction between children’s linguistic behavior in

comprehension studies and the lexical features of the verb being tested as the (PASSIVE)

LEXICAL VERB ASYMMETRY in children’s development of the English verbal passive.

(1.5) Tom was loved by Lucy.

Most of the research investigating the source of this passive lexical verb asymmetry has

been focused on when English-speaking children are adult-like in their structural repre-

sentation of the verbal passive (Borer and Wexler, 1987, 1992; Fox and Grodzinsky, 1998;

Hyams and Snyder, 2006; Snyder and Hyams, 2015). Much less work has been done to

characterize how and why children’s linguistic behavior on verbal passives is affected by

a verb’s lexical characteristics (Liter et al., 2015; Liter and Lidz, 2020; O’Brien et al., 2006;

Messenger et al., 2012; Pinker et al., 1987; Pinker, 1989) (see Chapters 2 and 3 for a more

thorough review of previous research on the passive lexical verb asymmetry). Moreover,
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no work so far has been done attempting to provide explicit computational models of

how children learn from their input which verbs participate in the active-/passive-voice

alternation, i.e., which verbs are (un-)passivizable in their native language. It is the goal of

this dissertation to investigate the development of the English verbal passive, particularly

the question of how children learn the set of passivizable verbs in English, by conducting

research designed around answering the three questions outlined above.

1.3 Outline of the Dissertation

In this dissertation, I investigate how children exploit lexical information in order to un-

derstand the English verbal passive and how the passive lexical verb asymmetry observed

in children is a consequence of this process. I achieve this goal by conducting research

designed around answering the three central questions of language acquisition outlined

above. I will begin by characterizing the input that is available to children with regards to

the verbal passive – Q1. I will then provide evidence from behavioral studies addressing

how we should characterize children’s linguistic knowledge of the passive – Q2. After es-

tablishing what scientists can readily observe, i.e., children’s input and linguistic behavior,

which serve as the input and endpoint of a developmental model, I will provide an ex-

plicit computational model that sketches how children might harness linguistic evidence

from their input to arrive at their observed linguistic behavior – Q3. This developmen-

tal model provides predictions regarding children’s linguistic behavior in experimental

contexts where input can be tightly controlled, which is the final goal of this dissertation.

The rest of the dissertation is organized in the following way: In Chapter 2, I introduce

the case study of passives and discuss previous research on the acquisition of verbal pas-

sives in English and how lexical features can play a pivotal role in explaining children’s

understanding of verbal passives. In Chapter 3, I present a corpus study on the relation-

ship between children’s age of acquiring a verb in the verbal passive and the linguistic

input that is available to them. In Chapter 4, I present a behavioral study in which I test

4



whether linguistic behavior within a group of children can be predicted by a verb’s lex-

ical feature makeup. In Chapter 5, I model the developmental trajectory that we’ve seen

in Chapters 2 and 3 via a naive Bayesian learner to explore an acquisition story where

children are impacted by lexical features. In Chapter 6, I present a behavioral study on

how children deal with the passivization of novel (i.e., nonce) verbs with different lexical

feature makeups in an experimental context in which children’s linguistic input is tightly

controlled. Specifically, I test children’s reliance on particular lexical features as predicted

by the computational model developed in the previous chapter. In Chapter 7, I discuss

directions for future work and conclude the dissertation by underscoring the importance

of considering lexical semantic features when investigating the development of syntactic

knowledge.
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2 ∣ Case Study of the English Verbal

Passive1

2.1 Introduction

The English verbal passive is an interesting case study because young children exhibit a

well-documented passive lexical verb asymmetry (henceforth lexical asymmetry) in their

linguistic behavior in comprehension studies. These studies find that children’s under-

standing of verbs in the verbal passive is more delayed for some verbs than it is for others.

So while English-speaking children seem to understand long verbal passives containing

an ACTIONAL verb, as in (2.1), around age 4 or 5 (Bever, 1970; Horgan, 1978; de Villiers

and de Villiers, 1973), it has been reported that they do not demonstrate adult-level com-

prehension of long verbal passives containing a non-ACTIONAL verb, as in (2.2), until age

7 (Gordon and Chafetz, 1990; Maratsos et al., 1985; Hirsch and Wexler, 2006).2,3,4 Here, a

verb is deemed to be ACTIONAL when it is generally observable as an event while a non-

ACTIONAL verb would generally be unobservable (Maratsos et al., 1985). So, while hug is

1The synthesis of experimental studies described in this chapter was work that I conducted while visit-
ing the University of California, Irvine, under the supervision of Lisa Pearl in Spring 2016. This research has
been presented at the following workshops and conferences: Computational Language Acquisition (CoLa)
Laboratory at UCI, Experimental Syntax and Semantics Lab at MIT, Workshop on Passives at the Univer-
sity of Geneva, Linguistic Society of America Annual Meeting (LSA Annual Meeting 2017), and Chicago
Linguistic Society (CLS 53). Parts of this chapter is based on Nguyen and Pearl (2018, 2021).

2For the rest of the dissertation, direct references to specific lexical features will be marked in SMALL
CAPS and specific verbs in italics (e.g., ACTIONAL, hug, respectively).

3“Long” passives refer to those including the presence of a by-phrase which contains the deep subject of
the active form of the sentence (e.g., by Connell in (2.1)). This by-phrase is optional in English and may be
omitted to form a “short” passive as in (i).

(i) Marianne was hugged.
4Children’s difficulty with passives (especially with non-ACTIONAL verbs) has also been shown cross-

linguistically for German (Bartke, 2004), Dutch (Verrips, 1996), Spanish (Pierce, 1992), Russian (Babyony-
shev and Brun, 2003), among others. See Chapter 7 for a fuller discussion.
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an event that we can witness happening, love describes an event that happens internally

to the participants and thus is unobservable.

(2.1) Marianne was hugged by Connell.

(2.2) Marianne was loved by Connell.

The acquisition of verbal passives (assumed here to involve movement of an object from

one argument position to another argument, namely the subject position) has long been

considered to be delayed in English-speaking children when compared to other types of

object movement. So while studies have shown English-speaking children to have early

knowledge of object movement in unaccusatives, object questions, and object relatives by

their third birthday (Costa and Friedmann, 2012; Guasti, 2017; Snyder et al., 1995; Snyder

and Stromswold, 1997; Gagliardi et al., 2016; Perkins and Lidz, 2020), they do not seem

to exhibit stable mastery of verbal passives with all verb types until well after six years

of age.5 Full mastery of verbal passives is defined as the ability to understand the passive

of all of the verbs that can indeed passivize in a given language, and to reject the passive

of verbs that cannot passivize.6 Thus, the development of the verbal passive will require

children to acquire two pieces of knowledge: (i) the syntactic operations or representa-

tions involved with generating the verbal passive, (ii) the set of verbs that are passivizable

5With regards to relative clauses, an often-discussed finding in the literature is the asymmetry in the
production and comprehension of subject and object relatives in adults and children, where object relatives
are more difficult and mastered later than subject relatives (e.g., Friederici et al., 1998; Booth et al., 2000). Re-
searchers have shown that children have early knowledge of the structural representation of object relatives
and that non-adult-like performance in children may be a consequence of processing difficulties (see Guasti
(2017) and Perkins and Lidz (2020) for more discussion). What is notable here is that English-speaking chil-
dren’s knowledge of the structural representation of object relatives is assumed to be mastered earlier than
verbal passives.

6This is perhaps a high bar to set for characterizing acquisition. To my knowledge, the same standards
have not been applied to other language learning problems (e.g., the acquisition of unaccusatives where the
set of unaccusative verbs is demonstrably smaller than the set of passivizable verbs). On a practical level, it
is often the case that children are determined to have adult-like knowledge for a particular learning problem
when their behavior on a representative (but sometimes arbitrary) set of verbs in a particular experiment is
comparable to how adults would behave. Full mastery in the way that I have defined it is assumed to occur
over time as children are acquiring more verbs in their native language but are fully able to classify a new
verb as passivizable or not based on certain properties/features of the verb.
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in their target language.

In order to understand how children may come to know these two pieces of linguistic

knowledge, we must first understand what the end state that children are trying to achieve

is — that is, what is the target adult state. We then need to investigate whether children

go through multiple stages of development before arriving at this end state. To that end,

this chapter will be divided into three sections.7 I will first present a brief overview of

how the syntax of passives can be represented in the adult grammar as discussed in the

theoretical literature and how the lexical restrictions on which verbs can passivize dif-

fer cross-linguistically. I will then present an overview of previous work on children’s

knowledge of passives, including details about several potentially relevant lexical seman-

tic features that have been proposed in the literature to affect children’s performance on

the verbal passive. And finally, I will describe a synthesis of experimental studies on chil-

dren’s comprehension of the English verbal passive which will allow us to describe the

passive lexical asymmetry in better detail. I will discuss how no proposed lexical feature

on its own can explain children’s observed linguistic behavior and suggest that we should

instead examine the data through the lens of combining these lexical semantic features

into groupings.

2.2 Passives in the Adult Grammar

In generative grammar, English verbal passives are generally agreed to involve some

form of movement of the direct object away from its base-generated position. Cross-

linguistically, there are many observed differences in how passives are structured syn-

tactically and in the set of verbs that are allowed to passivize.

7Since the focus of this dissertation is on English verbal passives and English-speaking children’s de-
velopment, the bulk of the discussion will be focused on English. I will also include some discussion of
how passives are represented cross-linguistically but will save most of this discussion for Chapter 7 when
I discuss how the developmental story proposed for English-speaking children can be extended cross-
linguistically.
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2.2.1 The Passive Form: Theoretical Background

In English, most transitive verbs participate in an alternation between active and passive

voice. The active sentences for these passivizable verbs often have an Agent or Experiencer

argument in the subject position and a Patient or Theme argument in the object position,

respectively. In the case of (2.3), Marianne receives the Agent theta role of hug and appears

in the subject position and Connell receives the Patient theta role and appears in the direct

object position. (2.3) has the interpretation that Marianne is the ‘hugger’ and it is Connell

who is receiving the hug. For the verb love in (2.4), Marianne receives the Experiencer

theta role and appears in the subject position, while Connell receives the Theme theta

role and appears in the direct object position. Additionally, there exists verbs in which

the Experiencer and Theme theta roles are reversed as is the case for the verb annoy in

(2.5). Here, the Theme theta role is given to Marianne in the subject position while the

Experiencer theta role is given to Connell in the direct object position.

(2.3) Marianne hugged Connell. (Marianne = Agent, Connell = Patient)

(2.4) Marianne loved Connell. (Marianne = Experiencer, Connell = Theme)

(2.5) Marianne annoyed Connell. (Marianne = Theme, Connell = Experiencer)

While maintaining more or less the same meaning, the passivization of (2.3), as in (2.6),

reorganizes the arguments by inverting their positions so that the Patient, Connell, now

appears in the subject position and the Agent, Marianne, appears in a prepositional phrase

introduced by the preposition by (henceforth ‘by-phrase’). Since the days of Transforma-

tional Grammar, Chomsky (1957, 1965, 1981) proposed that the surface level differences

between active and passive sentences were due to operations of syntactic movement im-

posed on the active to form the passive. These passive transformations included: (i) the

raising of the verb’s internal argument to the (syntactic) subject position, whereby an ar-

gument chain (A-chain) was formed between this position and the trace that is left behind
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in the base-generated position; and (ii) the demotion of the external argument (the logical

subject) to the by-phrase (for reviews, see Haegeman, 1994; Chomsky, 1995). It is impor-

tant to note that this latter surface realization of the external argument is optional in En-

glish as it is perfectly acceptable to leave out the by-phrase, as in (2.7), when describing the

same event. Verbal passives with by-phrases have been called “long passives” in the liter-

ature while verbal passives without by-phrases have been called “short passives”. Apart

from this transformation, passives also differ from their active counterparts in the pres-

ence of particular morphological markings: in English, passives are additionally marked

with a passive auxiliary verb (i.e., be or get) and participial inflection on the main verb

(either as -ed for hug in (2.6)-(2.7) or -en plus ablaut for break in (2.8)).

(2.6) Connell was hugged by Marianne.

(2.7) Connell was hugged.

(2.8) The vase was broken by Marianne.

The inversion of identical theta roles between (2.3) and (2.6) has been taken as evidence

that an active sentence and its passive counterpart share the same deep structure, in ac-

cordance with the Uniformity of Theta Assignment Hypothesis (UTAH) (Baker, 1988),

which states that identical thematic relationships between sentences are represented by

the same structural relationships at deep structure.

With the demotion of the logical subject – the external argument of the verb in the deep

structure – to an optional by-phrase, Jaeggli (1986) and Baker et al. (1989) have proposed

that the passive participle -en serves as the external argument (in the technical sense) and

“absorbs” both accusative case and the external theta role (Collins, 2005b; Alexiadou et al.,

2018). Following Burzio’s Generalization, the verb in the passive will no longer be able to

assign structural accusative case, which poses a problem because the internal argument

needs case (Burzio, 1981). Thus, the logical object is required to move to the subject po-
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sition, where it receives nominative case (Chomsky, 1981; Levin and Rappaport, 1986).

As for the logical subject in long passives, it has been argued that the passive partici-

ple -en transmits the “absorbed” external theta role to the by-phrase via a mechanism

called “theta-role transmission” (Jaeggli, 1986). Evidence for this comes from sentences

(2.9)-(2.12) where the interpretation of the by-phrases is not limited to a single theta-role;

rather, the theta-role is assigned by the verb. Thus, the logical subject in these by-phrases

receives the same theta-role as the surface subject in the active counterparts.

(2.9) Marianne was carried by Connell. (Agent)

(2.10) The package was sent by Connell. (source)

(2.11) The letter was received by Marinne. (goal)

(2.12) That professor was loved by all students. (Experiencer)

(modified from Jaeggli 1986:599)

In more recent years, Collins (2005b) has argued that the proposed non-uniformity of

external theta-role assignment in the active and the passive (i.e., to a DP versus a ver-

bal affix) would constitute a violation of Baker’s (1988) UTAH. To remedy this, Collins

has proposed that the external theta-role is always assigned in the canonical subject po-

sition, Spec,vP, in both the active and in the passive. The preposition by is now the head

of VoiceP, which is merged directly above vP, and checks accusative case for the verb. But

maintaining UTAH under Collins’s proposal would require the movement of the internal

argument, which is base-generated as the sister of the verb, over the external argument

into its final Spec,IP, position. This movement would violate the Minimal Link Condition

(see Chomsky, 2000) as well as Relativized Minimality (Rizzi, 1990, 2001, 2004; Grillo,

2008).8,9 Collins’ solution to this movement problem is to “smuggle” the internal argu-

8Minimal Link Condition: A node X may not AGREE with a DP Y if there is a DP Z such that X c-
commands Z and Z c-commands Y.

9Rizzi (2004) argued that argumental (e.g., PERSON-NUMBER-GENDER), quantificational (e.g., WH and
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ment past the verb’s external argument. A definition of smuggling is given in (2.13). The

smuggled internal argument will then become the closest argument to Spec, IP, which al-

lows it to assume the role of subject without any violation of Relativized Minimality. The

assumed derivation of (2.13) is illustrated in Figure 2.1.

(2.13) Smuggling (Collins, 2005a):

Suppose a constituent YP contains XP. Furthermore, XP is inaccessible to Z

because of the presence of W, some kind of intervener that blocks any syntactic

relation between Z and XP. If YP moves to a position c-commanding W, we say

that YP smuggles XP past W.

Figure 2.1: An illustration of smuggling for The book was written by John from Hyams and
Snyder (2006) (cf. Collins 2005b: 90, 95).

While major theories of the syntactic representation of the passive up until this point in

the discussion viewed passives as an operation on argument structure where the internal

FOCUS), and modificational features, as well as the TOPIC feature (taken as being separate from the others),
constitute four different natural classes. He proposes that Relativized Minimality, defined below, operates
in terms of these four ‘structural types’.

(i) Relativized Minimality:
In ...X...Z...Y, a local relation cannot hold between X and Y if Z belongs to the same structural type as X.
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argument is forced to move to subject position in the passive in order to receive case, Grillo

(2008) and Gehrke and Grillo (2009) proposed that passivization is instead an operation

on the event structure of structurally complex predicates containing STATIVE subevents.

This proposal is based on Travis’s (2000) theory of event structure in which an EVENTIVE

predicate has a VP1 (as in (2.2)) shell that expresses a “causing” sub-event (e.g., Mari-

anne causes the vase to become broken in (2.8)) and introduces the external argument.

V1 selects a VP2 expressing a “consequent” sub-event (or sub-eventuality, if the predicate

is STATIVE), which hosts the internal argument. Keeping some of the technical details of

Collins’s (2005b) smuggling approach, Grillo (2008) and Gehrke and Grillo (2009) propose

that VP2 can smuggle the internal argument in the passive past the external argument to

a position above the subject, as illustrated in (2.2). However, rather than moving for rea-

sons of case assignment, they argue that this movement is to a discourse-related position

at the edge of the verb phrase and happens for discourse and quantificational reasons.

Drawing on Rizzi’s (2004) featural classes (see footnote 9), Gehrke and Grillo propose that

a scope/discourse-related feature on the internal argument, like TOPIC, drives movement

of the VP2 over the external argument to a projection containing discourse properties.

The discourse-related feature on VP2 allows the system to distinguish the internal argu-

ment from the external argument and avoid minimality effects in standard passives. By

shifting focus to event structure, the movement of the internal argument is semantically,

rather than syntactically, motivated in addition to the possibility that the lexical meaning

of a predicate may matter in whether the predicate allows passivization.

For predicates that are STATIVE and thus may not have an internal event structure or

VP-shell structure as described above, Grillo (2008) and Gehrke and Grillo (2009) propose

that these predicates can still be passivized through a mechanism called “semantic co-

ercion”. Specifically, STATIVE predicates can be “coerced” into having a related, eventive

meaning and thereby have a similar enough event structure to EVENTIVE predicates in or-

der for smuggling to take place. For example, a STATIVE predicate such as to own in (2.14)
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Figure 2.2: A syntactic illustration of the passive as proposed by Grillo (2008) and Gehrke
and Grillo (2009).

can be reconceptualized as the consequent of an event, e.g., as a gain of home-ownership.

This new coerced meaning can give rise to an event structure that will allow for smuggling

and thus passivization.

(2.14) Marianne owns that house → That house was owned by Marianne.

≈ Marianne has gained ownership of that house.

There is an ongoing debate regarding the finer details of how the passive is structurally

formed, but as noted by Alexiadou et al. (2018), every syntactic theory of the English pas-

sive (and English-like passives that appear cross-linguistically) must capture three basic

observations: (i) almost every transitive verb can passivize, (ii) active and passive sen-

tences differ in the word order (as well as corresponding case/agreement morphology),

and (iii) verbal passives come with a particular morphological marking (e.g., the passive

auxiliary and the participle in English).

Of particular interest to this dissertation is the first basic observation – that almost
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every transitive verb participates in the active/passive alternation in English. In the next

section, I will go into more detail about which verbs can (not) passivize in English, why

this may be the case, and how the set of passivizable verbs is subject to cross-linguistic

differences.

2.2.2 Verbs that (Do Not) Passivize: Theoretical Background

As noted before, the types of predicates that allow passivization are subject to cross-

linguistic variation. In other words, verbs that passivize in one language may not pas-

sivize in another. As part of the learning problem, a child must not only learn the struc-

tural form of the passive in her language, but which verbs participate in the active/passive

alternation as well. Given a basic description of the verbal passive in English where a

verb’s internal argument is promoted to subject position and the external argument is de-

moted to an optional by-phrase, it may be unsurprising that intransitive verbs (i.e., verbs

that do not have an internal argument like laugh in (2.15)) do not allow passivization.10

(2.15) *Marianne was laughed by Connell’s friends.

Thus, all passivizable verbs in English will be transitive verbs that have both an internal

and external argument. But while all passivizable verbs are transitive verbs in English,

not all transitive verbs allow passivization (Pinker et al., 1987; Pinker, 1989).

(2.16) a. *Three bicycles are had by Marianne.11

b. *210 pounds are weighed by Connell.

c. The bucket was kicked by King George. (*under the idiomatic reading)

10There are some intransitive verbs in English that can participate in a pseudo-passive form. These con-
structions add a post-verbal preposition to create a complex verbal predicate that may look like a verbal
passive on the surface. So (2.15) could be made better with laughed+at as in (i).

(i) Marianne was laughed at by Connell’s friends.
11To have also has an idiomatic meaning to mean to cheat, which can passivize, e.g., You’ve been had by

the shop keeper who sold you $100 flip-flops. This suggests that the ability to passivize rests upon the lexical
meaning of the verb or possibly on its specific lexical entry.
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d. *One hundred dollars are cost by this iPad.

e. *Many people are escaped by the argument.

f. *Many changes will be seen by the coming decade.

g. *A deadly poison is contained by this bottle.

h. *Huyen is resembled by Nam.

(modified from Pinker et al. 1987: 197)

Pinker (1989: 135) suggests that at the very least all transitive verbs that “clearly have

Agents and Patients” allow passivization in English. But for verbs that do not have Pa-

tients as their objects or Agents as their subjects, Pinker notes that the distinction between

those that do and do not passivize is not readily obvious and that there is “no theory that

demarcates these boundaries fully” and thus it is unclear what syntactic reasons there

may be for these verbs to not allow passivization. For example, pairs of psychological

verbs where the objects are allowed to be either the Experiencer or the Theme are al-

lowed to passivize (e.g., fear in (2.17a), frighten in (2.17b)), as are EVENTIVE verbs with

non-Agent subjects (e.g., receive where the subject is a goal (2.17c), open whose subject is

an instrument (2.17d)). While some highly STATIVE or abstract verbs do not allow pas-

sivization (e.g., measure phrases like weigh in (2.16b), idiom chunks like kick the bucket in

(2.16c)), there are some highly stative verbs that do (e.g., justify in (2.17e)). Spatial relation

verbs sometimes do (e.g., surround in (2.17f)) and sometimes don’t (e.g., contain in (2.16g))

passivize. And lastly, verbs that define possessional relations sometimes do (e.g., own in

(2.17g)) and sometimes don’t (e.g., have in (2.16a)) passivize.

(2.17) a. The threat of war was feared by everyone.

b. Everyone was frightened by the threat of war.

c. The letter was received by Marianne.

d. The door was opened by a brass key.

16



e. Drastic measures were justified by the dire situation.

f. The building was surrounded by police.

g. The car was owned by Connell.

Ultimately, Pinker (1989: 136) suggests that a “broad-range rule” for passivization can

apply productively to all and only transitive verbs that have Agents and Patients rather

than a purely syntactic rule that applies to any verb with an internal (syntactic) object. For

passivizable verbs that do not have Agents and Patients, Pinker follows Bolinger (1977)

and Anderson (1977), who suggest that passivization seems to apply when the syntactic

object either is “a Patient or is capable of being construed as one”. This line of thinking is

similar to the idea of semantic coercion proposed by Grillo (2008) and Gehrke and Grillo

(2009) described in the previous section and supports the idea that the ability of a verb to

allow passivization is related to fine-grained distinctions based on the lexical mean of the

verb.

There are cross-linguistic restrictions on which verbs can have an internal object that

can be “construed as a Patient”. Of interest to us are the restrictions on non-ACTIONAL

verbs that take an Experiencer role as either an internal or external argument. For exam-

ple, Grimshaw (1990) argues that non-ACTIONAL verbs can be separated into AGENTIVE

and non-AGENTIVE psych verbs, and that those non-AGENTIVE psych verbs in English

that are equivalent to the Italian preocupare verbs form what is referred to as “adjectival”

passives rather than verbal passives (i.e., frighten-type verbs, Belletti and Rizzi 1988).

Adjectival passives, like in (2.18), are similar to verbal passives in that they are marked

with a passive auxiliary verb (i.e., be) and participial inflection on the main verb. The

main verb in adjectival passives ascribes adjectival properties on the subject rather than

describes a verbal event. Unlike verbal passives, the argument bearing the Patient or

Theme theta role in adjectival passives is not moved into the subject position but is base-

generated there (Williams, 1980).12 In English, short passives (i.e., passives without by-

12According to Levin (1993), there is some debate about whether a notion of “adjectival passive” that
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phrases) are ambiguous between an adjectival and verbal passive (see Wasow, 1977; Levin

and Rappaport, 1986). So (2.18) can either have a STATIVE adjectival reading where the

door is described as having the property of being closed or an EVENTIVE reading where

there is a force that has cause the door to become closed. According to Borer and Wexler

(1987, 1992), adjectival passives resist the presence of a by-phrase and cannot have an

EVENTIVE reading. Thus, the addition of a by-phrase to (2.18) can only have an EVENTIVE

reading where an animate or inanimate force (Marianne or the strong winds, respectively)

closed the door (2.19).

(2.18) The door was closed.

a. Adjectival passive → STATIVE reading: The state of the door is that it is

closed.

b. Verbal passive → EVENTIVE reading: There is an event in which a force

closes the door.

(2.19) The door was closed by Marianne/the strong winds.

Grimshaw argues that when these frighten-verbs are AGENTIVE, however, then they can

form verbal passives.13 Landau (2002) discusses languages in which the passivization of

non-ACTIONAL psych verbs is also restricted. For example, in Hebrew, more than half of

the psych verbs that assign an Experiencer theta role to its object (i.e., OBJECT-EXPERIEN-

CER verbs) do not allow passivization, although some OBJECT-EXPERIENCER verbs may

form a verbal passive, incurring an AGENTIVE interpretation (Landau, 2002). Further-

more, OBJECT-EXPERIENCER verbs can only form adjectival passives, not verbal passives,

in languages like French and Italian. Nonetheless, for our present purposes, most OBJECT-

is distinct from “verbal passive” should be recognized. Alexiadou et al. (2015) have recently claimed that
adjectival passives are not a unique class and some of them more closely resemble verbal passives. Here, I
am assuming that they are distinct from each other since I am focused on long verbal be-passives where a
by-phrase is present and adjectival passives do not allow by-phrases.

13See Pesetsky (1995) who argued that frighten-type psych verbs can also form verbal passives when there
is an implicit causer.

18



EXPERIENCER and SUBJECT-EXPERIENCERS verbs (i.e., verbs that take an Experiencer as its

subject) participate in the active/passive alternation in English.

(2.20) Marianne was frightened by the spiders on the wall.

(2.21) Marianne was loved by her college friends.

But while it may seem that the English passive operates on a large range of verbs (i.e.,

most transitive verbs), cross-linguistically, it is not the case that the verbs that do not allow

passivization in English are also not allowed to passivize in other languages. For example,

while Pinker et al. (1987) note that English does not allow highly STATIVE or abstract verbs

like possessive have (2.16a), weigh (2.16b), and cost (2.16d) to passivize, these verbs are

acceptable in the passive voice in Kinyarwanda (Kimenyi 1980: 127-8):

(2.22) Ibifuungo bibiri bi-fit-w-e n’ishaati.

buttons two they-have-PASS-FV by-shirt

‘Two buttons are had by the shirt.’

(2.23) Ibiro bine bi-pim-w-a n’iiki gitabo.

kilos four they-weigh-PASS-FV by-this book

‘Four kilos are weighed by this book.’

Furthermore, while English does not allow intransitive verbs to passivize, Keenan and

Dryer (1981) note that Latin allows passives of unergative verbs like run and German

allows passives of unergatives in an impersonal construction such as dance in (2.24).

(2.24) Gestern wurde getanzt.

yesterday became danced

’Yesterday there was dancing.’

The seemingly large set of verbs that allow passivization cross-linguistically may be due
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to some one-way implicational relationships that have been suggested by Keenan and

Dryer (1981: 331): (i) if a language has passives of STATIVE verbs (e.g., lack, have, etc.)

then it has passives of verbs denoting events; (ii) if a language has passives of intransitive

verbs, then it has passives of transitive verbs. So, it can be argued that, perhaps, there are

more verbs that allow passivization in a language like German than in English because

German would allow both transitive and intransitive verbs to passivize (according to (ii)

in Keenan and Dryer’s (1981) implicational rules) while English only allows passives of

transitive verbs.

What is clear so far is that a child learning English not only would need to have knowl-

edge of the complex mechanics of the syntax of the verbal passive (e.g., (semantic) smug-

gling) but also which verbs allow passivization. We have seen so far that the set of pas-

sivizable verbs is subject to cross-linguistic variation but even within the same language,

the boundaries for which verbs do and do not passivization are not readily apparent. It

is an empirical question, especially for this dissertation, how English-speaking children

come to have this knowledge. In the next section, I will summarize how the acquisition of

passives in English has been investigated so far, including a discussion on how researchers

have interpreted children’s grammatical knowledge of passives based on the interaction

between children’s linguistic behavior and the lexical meaning of the verbs they are being

tested on in the passive.

2.3 Passive Constructions in Child Grammar

According to many studies in the literature, English-speaking children do not seem to

understand long passives containing an ACTIONAL verb such as (2.25) until about age

4 or 5 (Bever, 1970; Horgan, 1978; de Villiers and de Villiers, 1973). Furthermore, it has

been claimed that children do not begin to understand long passives containing a non-

ACTIONAL verb such as (2.26) until age 7 (Gordon and Chafetz, 1990; Maratsos et al.,

1985; Hirsch and Wexler, 2006, a.o.).
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(2.25) The dog was hugged by Ernie.

(2.26) The dog was liked by Ernie.

These studies have led researchers to develop various accounts of how and when chil-

dren acquire the verbal passive. I will first provide a brief overview of the research that

has been done thus far on children’s production and comprehension of various types of

passives with a particular focus on the English passive.14 I will then discuss several major

theoretical proposals that have tried to account for children’s delayed acquisition. I will

end this section by introducing how different lexical semantic features have been pro-

posed to best characterize the passive lexical asymmetry observed in English-speaking

children.

2.3.1 Passive Usage in Children

As previously noted, external arguments in English verbal passives may optionally ap-

pear in a prepositional by-phrase. Passives containing the by-phrase are often referred to

“long” passives while “short” passives are those without the by-phrase. English-speaking

children begin to produce passives in their spontaneous speech at around three years of

age but typically do not produce long passive sentences until four or five years of age;

before this, children will often produce short passives (Budwig, 1990, 2001). These short

passives tend to be short get-passives instead of be-passives (Harris and Flora, 1982). Chil-

dren have also been observed to occasionally produce passives with verbs that do not

passivize in adult English such as “He get died” or “It was bandaided”, indicating some

productivity with the construction (Bowerman 1982, 1988; Clark 1982; see Pinker et al.

1987 for a list of examples). Despite the ability to produce passives at a relatively early age,

passives are rare in young children’s speech compared to older peers (Menyuk, 1963).

14While the focus in this chapter is on children’s behavioral performance and what has been proposed
regarding children’s grammatical representation of the passive, the quality and quantity of passives that
children are exposed to in their learning environment is of equal importance to this dissertation and thus
will be discussed in more detail in Chapter 3 as well as Chapter 5.
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Given the rarity of passives in young children’s spontaneous speech and that these

passives are mostly of one type (i.e., get-passives), several studies have investigated how

well children are able to produce passives of different kinds with certain contexts. These

studies often utilize Elicited Production techniques to investigate children’s production

of passives. For example, Beilin (1975) found that, before seven years of age, very few

of the children in his study produced passive descriptions of actions enacted with dolls.

In particular, Beilin found that 85% of seven-year-old children produced passives when

prompted with the grammatical object, compared to just 21% of four-year-old children.

Horgan (1978) asked children ages 2 to 11 to describe pictures depicting various events

(e.g., a boy standing next to a broken lamp; a broken lamp by itself). She found that

the youngest children produced very few long passives but frequently produced short

passives. Furthermore, when children produced long passives, these tended to either be

“reversible” passives (i.e., where the subject and object can be switched and still form a

plausible utterance such as Matthew was loved by Diana) or “non-reversible” passives (i.e.,

switching the arguments would result in an implausible passive such as *Matthew was bro-

ken by the lamp). Horgan observed that the same children did not produce both reversible

and non-reversible passives until age 11 whereas before, children would produce either

reversible or non-reversible passives regardless of the situation. And lastly, Crain et al.

(2009) tested 35 children in a study where an experimenter asked these children to pose

questions to another experimenter. The experimenters were able to control the pragmatic

context such that the use of a long passive in the posed question would constitute a fe-

licitous response. Almost every child, as young as 3;04 years, produced a long passive in

this task. Crain et al. concluded, even though most of the produced passives were get-

passives that sometimes were also not completely grammatically well-formed (e.g., using

prepositions other than by, or the incorrect passive participle on verbs like ride-en, crash-

en), that young English-speaking children are able to produce long verbal passives when

the context is pragmatically appropriate for the passive construction. Though the rarity
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of passives in children’s spontaneous speech may not be particularly surprising given

that passives are also rare in the linguistic input, young children’s demonstrated ability to

produce them in these Elicited Production tasks suggests that investigations of children’s

spontaneous speech tend to underestimate their language abilities.15

2.3.2 Investigations of Child English Passives

2.3.2.1 Long vs Short Passives

While Horgan (1978) noted that there is a behavioral difference between long and short

passives in English-speaking children in her experiment, this difference has not been well-

replicated in the literature (Guasti, 2002, 2017; Becker and Deen, 2020). While there have

been studies that found slightly better performance on short passives as compared to

long passives, these studies do not report a statistical difference between the two variants

(Gordon and Chafetz, 1990; Hirsch and Wexler, 2006; O’Brien et al., 2006).16 For example,

Hirsch and Wexler (2006) found equal performance with short non-ACTIONAL passives

and long non-ACTIONAL passives in 54 out of the 60 children that they tested. In addition

to the mixed consensus in the literature regarding earlier acquisition of short passives

as compared to long passives, we will see in Section 2.3.3 that the ambiguous status of

short passives between verbal and adjectival passives makes it hard to determine chil-

dren’s linguistic knowledge of the verbal passive on the basis of their performance on

short passives.

2.3.2.2 ACTIONAL vs Non-ACTIONAL Passives

Perhaps the starting position for most current studies of English-speaking children’s ac-

quisition of the verbal passive, Maratsos et al. (1985) tested children ages 4 to 11 on their

15See Chapter 3 for more discussion on the frequency of passives in the linguistic input.
16One notable exception comes from Fox and Grodzinsky (1998) who found eight out of thirteen

English-speaking children performing significantly better on short non-ACTIONAL passives than long non-
ACTIONAL passives, but see Orfitelli (2012: 9-10) for discussion of why these results should be considered
questionable.
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comprehension of long verbal passives using a variety of methodologies and found that

before four to five years of age, English-speaking children consistently performed better

on ACTIONAL passives (i.e., passives with verbs that denote an (observable) action like

hug) than non-ACTIONAL passives (i.e., passives with verbs that are not observable events

like love).17 Maratsos et al. observed the persistence of this difficulty with non-ACTIONAL

passives in children until age 9. Similar results were also found by Sudhalter and Braine

(1985) with three- to six-year-old children in an act-out task where children performed

significantly better on ACTIONAL passives than on non-ACTIONAL passives. This lexi-

cal asymmetry for the passive voice has been replicated in several studies (Gordon and

Chafetz, 1990; Fox and Grodzinsky, 1998; Hirsch and Wexler, 2006) and is sometimes re-

ferred to as the “Maratsos Effect” (Gordon and Chafetz, 1990; Hirsch and Hartman, 2006;

Liter et al., 2015; Liter and Lidz, 2020). Most proposals on children’s acquisition of the

English verbal passive have been focused on explaining this Maratsos Effect (see Section

2.3.3 for further discussion).

2.3.2.3 Get-passives

In addition to the auxiliary verb be, passives can also be formed with the auxiliary verb get

as in “Marianne got hugged by Connell’s mother” (which we will call “get-passives”). But

although much of the literature has found delayed comprehension in English-speaking

children for the verbal be-passive, these same difficulties are not observed in children’s

get-passives. What is important to note here is that get-passives are only compatible with

ACTIONAL verbs and thus investigations of children’s behavior on get-passives do not in-

clude passives of non-ACTIONAL verbs. When looking at get-passives of ACTIONAL verbs,

studies have found that young children exhibit no difficulty producing and understand-

17It is worth noting that five-year-old children were significantly above chance in their performance on
non-ACTIONAL passives but that success on both ACTIONAL and non-ACTIONAL passives were not compa-
rable until age 9 (Maratsos et al., 1985). As I will discuss in Section 2.4, significantly above chance perfor-
mance will serve as the benchmark for determining the “Age of Acquisition” for when children acquire a
verb in the passive.
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ing get-passives (Harris and Flora, 1982; Marchman et al., 1991; Fox and Grodzinsky, 1998;

Crain et al., 2009). Particularly with elicited production tasks, studies found that young

children produced higher rates of get-passives compared to be-passives and compared to

adult production (Turner and Rommetveit, 1967; Marchman et al., 1991; Crain et al., 2009).

In comprehension tasks, Harris and Flora (1982) compared children’s performance on get-

passives and be-passives of different ACTIONAL verbs and found that children ages 4 to 9

were performing significantly better on get-passives than on be-passives, suggesting that

get-passives are overall easier for children.

More recently, however, Gotowski (2019) attempted to systematically compare the ac-

quisition of get- and be-passives. She conducted a picture-matching task and an act-out

task with English-speaking children ages 3 to 6 and found that three-year-old children

were only successful on get-passives when the arguments were animate. Furthermore,

children ages 4 to 6 performed equally well with both get- and be-passives. From these

results, Gotowski concluded that there is no advantage for either type of passive despite

young children seemingly preferring to produce get-passives more frequently. As the fo-

cus of this dissertation is on verbal be-passives, I will set aside children’s acquisition of

get-passives for now and return to them in Chapter 7 when I discuss possible learning

paths for children.

2.3.3 Previous Proposals

Several theoretical accounts have been proposed as explanations for why children are de-

layed in their acquisition of the verbal passive compared to other syntactic constructions

of object movement (e.g., object wh-questions, object relatives). This section provides brief

descriptions of some of the major proposals.

A-Chain Deficit Hypothesis. Borer and Wexler (1987, 1992) proposed that young chil-

dren lack the ability to perform the movement operation required to raise the internal ar-
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gument to the subject position in passive sentences. As previously noted in Section 2.2.1,

the raising of the verb’s internal argument to the (syntactic) subject position forms an

argument chain (A-chain) between the subject position and the trace that is left behind

in the base-generated position (as the sister of the verb). Borer and Wexler argued that

the mechanism of forming A-chains is unavailable for children up to age 6. Before then,

they suggest that young children circumvent this limitation by forming adjectival passives

whenever they are presented with verbal passives of ACTIONAL verbs.18,19 As noted be-

fore, this is possible because short passives (i.e., passives without by-phrases) in English

are ambiguous between an adjectival and a verbal passive (Wasow, 1977). According to

Borer and Wexler, adjectival passives resist the presence of a by-phrase and cannot have

an EVENTIVE reading. Thus, the addition of a by-phrase to a short passive will unambigu-

ously have a verbal passive interpretation.

Adjectival passives are argued to be easier for children because movement of the di-

rect object is not required for this construction; the subject of an adjectival passive is

base-generated in that position (Williams, 1980).20 For non-ACTIONAL passives, Borer and

Wexler claimed that adjectival passives cannot be formed from non-ACTIONAL verbs. So

when encountering passives of non-ACTIONALS, children cannot easily form adjectival

passives as they would with ACTIONAL verbs. This is what leads to the children’s failure

on non-ACTIONAL passives often observed in the literature. Hence, children would not

be able to successfully interpret verbal passives containing non-ACTIONAL passives until

they acquire the ability to form A-chain dependencies needed for the proper formation of

18Horgan (1978) also made a similar argument and argued that children initially treat passives as STATIVE
(or adjectival) structures and are therefore not compatible with an AGENTIVE by-phrase.

19There are some instances where adjectival passives can appear with by-phrases as shown in (i) from
Bruening (2014). However, the presence of by-phrases does at least disambiguate verbal from adjectival
passives in the experimental studies often conducted with young children. Thus, this dissertation will only
focus on children’s successes and failures with long (verbal) passives.

(i) . . . for 300 years these gardens were unseen, except by the favored few.
20Because short passives are ambiguous between an adjectival and verbal passive and adjectival passives

are argued to be easier for children due to the lack of A-chains in the structure, the account proposed by
Borer and Wexler (1987, 1992) makes the prediction that short passives should be easier for young children
than long passives. See Section 2.3.2.1 for discussion on the empirical data from children regarding these
predictions.
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verbal passives. This ability is argued to be innate in children but emerges maturationally

around age 6.

The A-Chain Deficiency Hypothesis has fallen out of favor since it makes the pre-

diction that young children should have difficulty with all syntactic constructions that

involve the formation of A-chains. But children have been observed to have adult-like

knowledge of object wh-questions, object relative clauses, and unaccusatives much earlier

than verbal passives, suggesting that children have the ability to form A-chains much ear-

lier as well. One lasting contribution of Borer and Wexler; Borer and Wexler’s (1987; 1992)

proposal is that children are adult-like in their structural representation of the verbal

passive when they have mastered long non-ACTIONAL passives and that children’s early

success on ACTIONAL passives should be attributed to non-adult-like strategies such as

interpreting ACTIONAL passives as adjectival passives. What will become clearer later on

in the dissertation is that not all non-ACTIONAL passives are difficult for young children

and that the non-ACTIONAL passives that are difficult for children are difficult for adults

as well, suggesting that the difficulty observed in children may not be due to an immature

structural representation of the verbal passive. If this indeed holds true, then theoretical

proposals that attribute difficulty of long non-ACTIONAL passives to non-adult-like struc-

tural representation of the verbal passive in young children would need to be modified.

Theta-Transmission. Fox and Grodzinsky (1998) suggested that young children do not

have access to all grammatical aspects of the verbal passive due to processing constraints.

According to their account, young children do not have the processing capacity to trans-

mit the external theta role of the verb to the by-phrase in long non-ACTIONAL passives.

This is because the theta role that is transmitted in non-ACTIONAL passives is an Expe-

riencer role rather than the typical Agent role. In the case of ACTIONAL passives, Fox

and Grodzinsky argued that theta-transmission is unnecessary because the preposition

by that is used with canonical Agent roles is non-passive (and only homophonous with
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the passive preposition by) and thus the Agent role can be transmitted to the external

argument in the preposition phrase directly and would not overload the child’s process-

ing capacity. In their study, Fox and Grodzinsky found 8 out of 13 children to have good

performance with short and long ACTIONAL passives as well as short non-ACTIONAL pas-

sives; with long non-ACTIONAL passives, their performance was at chance. They argued

that this ability to transmit the Experiencer role to the by-phrase in a long non-ACTIONAL

passive is subject to maturation in young children but that children have access to all other

grammatical components needed to form a verbal passive in English.

Semantic Smuggling. Snyder and Hyams (2015) have proposed that children have dif-

ficulty with passivizing non-ACTIONAL verbs because they cannot yet perform a step of

“semantic coercion” that is required for passivization. Following Grillo (2008) and Gehrke

and Grillo (2009) (described in the Section 2.2.1), non-ACTIONAL verbs do not have the

syntax that is compatible with passivization because they lack what Gehrke and Grillo

called “change-of-state” semantics. Where adults sometimes allow non-ACTIONAL verbs

to passivize, Gehrke and Grillo (2009) suggested that a form of “semantic coercion” has

applies to the non-ACTIONAL verb, thereby introducing a BECOME operator which con-

verts a simple state into a change of state. For Snyder and Hyams (2015), passives with

ACTIONAL verbs are easier for young children because ACTIONAL verbs do not require

this step of semantic coercion whereas children’s success on passives with non-ACTIONAL

verbs is delayed until they can perform this step.21

The proposals described above posit an aspect of the syntax that is needed for adult-

like performance on the verbal passive that is inaccessible to young children either for

structural or processing reasons. For Borer and Wexler (1987), the ability to form A-chains

is innate and present at birth but is subject to maturation. In other words, the ability

21This knowledge of semantic coercion is assumed to be maturational, but details are left open as to
whether young children truly lack some grammatical knowledge until later in their life or whether their
processing capacity prevents them from deploying the knowledge. (For discussion favoring a processing-
based account, see Borga and Snyder, 2018a,b).
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to deploy this mechanism is tied to certain developmental milestones and comes online

for children around age 5 to 6. On the other hand, Fox and Grodzinsky (1998) reject the

idea that the locus of maturational change is the grammar itself and proposed that the

processes needed to form the passive such as the transmission of the theta role to the by-

phrase and the formation of an A-chain overloads the child’s processing capacity. Thus,

over time, as a child’s processing capacity matures, so should their ability to transmit

the theta role to the by-phrase, resulting in success on the long passive. Lastly, Snyder

and Hyams (2015) proposed that what matures in children is their ability to semantically

coerce non-ACTIONAL verbs to have change-of-states and only then will they be able to

perform the semantic smuggling necessary to form a verbal passive. This processing dif-

ficulty is expected to improve with age.

Incremental Processing Hypothesis. Rather than appealing to an immature or inacces-

sible grammatical representation of the passive, Huang et al. (2013) have proposed that

children’s poor behavioral performance on passives could be better explained by a pro-

cessing account whereby young children have difficulty revising their initial parsing of

the subject of a passive as the Agent of the event, which they have named the “Incre-

mental Processing Hypothesis” (for a similar proposal, see Hyams et al. (2006)). Huang

et al. argued that canonical word order (e.g., Subject-Verb-Object in English) is acquired

very early, and therefore children are used to mapping the Agent theta role onto the sub-

ject/first noun phrase and the Theme theta role onto the object/second noun phrase in

active sentences. Because passives reverse this thematic role mapping, children may ini-

tially, and incorrectly, map the Agent theta role onto the first noun phrase during online

processing. It is only when they hear the verbal morphology that children realize they are

processing a passive sentence. Starting with Trueswell et al. (1999), it has been observed

that young children often have difficulty reanalyzing incorrect initial sentences parsings,

the so-called “Kindergarten Path Effect”. Using an eye-tracking and act-out paradigm,
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Huang et al. tested Mandarin-speaking five-year-old children on passive sentences and

found that children assign theta roles incrementally with the first noun phrase initially

receiving the Agent theta role.22

The predictions of the Incremental Processing Hypothesis were further tested by Deen

et al. (2018) who hypothesized that if children’s difficulty with passives is with their ex-

pectations regarding thematic roles and their inability to reanalyze in real time, then re-

peating the test sentence would allow children to correct their parsing mistake. In a Truth

Value Judgment Task with four- and five-year-old children, Deen et al. found that when

the test sentence is repeated, young children’s accuracy on long non-ACTIONAL passive

sentences rose to a rate of 83.3%, compared to 55% in the baseline condition (i.e., only one

instance of the test sentence). This suggests that a repetition of the test sentence improves

comprehension of passives as it allows young children time to reanalyze their initial in-

correct parse as predicted by the Incremental Processing Hypothesis.

Pragmatically Motivating the Passive. Crain and Fodor (1989) noted that long passives

are generally rare in the speech of adults and children, and that this may be because

long passives are pragmatically marked forms that are appropriate only in certain dis-

course situations. O’Brien, Grolla, and Lillo-Martin (2006) proposed that children’s poor

performance on long ACTIONAL and non-ACTIONAL passives in previous studies may

have resulted from the use of pragmatically infelicitous contexts in experimental stim-

uli. For O’Brien et al., a story was deemed to be pragmatically appropriate for the use

of a by-phrase passive if, in addition to the character corresponding to the actual Agent

or Experiencer, there was another character who could have been the Agent or Experi-

encer. This contrast between the actual Agent or Experiencer and the potential Agent or

Experiencer would motivate the use of a by-phrase.

22While the Incremental Processing Hypothesis is an account of sentence processing by children more
broadly, it is often discussed in the context of the passive for its prediction of children’s behavior in the face
of the systematic demotion of the Agent from the subject position (Huang et al., 2013; Ehrenhofer, 2018;
Deen et al., 2018).
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When three- and four-year-old children were presented with stories that contained

two potential Agents/Experiencers in a Truth Value Judgment Task (Crain and McKee,

1985; Crain and Thornton, 1998, 2000), O’Brien et al. found that children were significantly

above chance for both long ACTIONAL and non-ACTIONAL passives, despite previously

reported poor performance on long non-ACTIONAL passives (Maratsos et al., 1985).23 Ad-

ditionally, when the three-year-old children were presented with stories that contained

only one potential Agent/Experiencer, they performed at chance on long ACTIONAL and

long non-ACTIONAL passives. These results were interpreted as evidence of children’s

difficulty on long non-ACTIONAL passives being the result of pragmatically infelicitous

experimental materials rather than delayed knowledge of the verbal passive (cf. replica-

tion attempts by Nguyen 2015; Nguyen and Snyder 2017; Deen et al. 2018 all with results

different from those of O’Brien et al. 2006).

More recently, Liter and Lidz (2020) have proposed that the lexical asymmetry ob-

served in Maratsos et al. (1985) is a pragmatic artifact along similar lines to O’Brien et al.

(2006) and that (at the very least) four-year-old children already have the syntax of the En-

glish verbal passive. They argued that children’s difficulty with some long non-ACTIONAL

passives is driven by a perceived conflict between the information structure of the passive

and a preference for assertions to be about the topic of a sentence, which is most often the

subject. In the case of the passive, the subject of the sentence is the internal argument

while the external argument is located in the by-phrase. Specifically, Liter and Lidz ob-

served that a by-phrase containing a quantificational noun phrase, as in (2.28), sounds less

pragmatically weird than a by-phrase containing a referential noun phrase, as in (2.27) in

out-of-the-blue contexts. This is because (2.27) is concerned with Connell’s mental state

(as the default meaning of being the Experiencer of the non-ACTIONAL verb love) but the

derived subject, and thereby the preferred topic of the sentence, is Marianne. Liter and

Lidz proposed that the inclusion of a quantificational noun phrase in the by-phrase shifts

23For verbs tested in O’Brien et al. (2006), see Table 2.5 further below.
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the topic of the passive back to the subject such that (2.28) is now an assertion about Mar-

ianne (i.e., she’s popular). This alignment of the topic and the derived subject makes the

passive of a non-ACTIONAL verb more felicitous in out-of-the-blue contexts.24

(2.27) ?Marianne was loved by Connell. (referential noun phrase)

(2.28) Marianne was loved by everybody. (quantificational noun phrase)

When four-year-old children were presented with stories that more clearly highlighted

the topic, i.e., the subject of the passive, in a Truth Value Judgment Task, Liter and Lidz

found that children were significantly above chance for all eight non-ACTIONAL verbs that

were tested in the passive.25,26 In other words, when the experimental stimuli ensured

appropriate pragmatic licensing, four-year-old English-speaking children did not show

any difficulty with comprehending non-ACTIONAL passives regardless of whether there

was a referential or quantificational noun phrase in the by-phrase.

The proposals above have tried to explain whether and why English-speaking chil-

dren might be delayed in their comprehension of the verbal passive, often using the lex-

ical asymmetry as the threshold for when children are adult-like in their behavior on

long verbal passives. But while many of the above proposals remain attractive among

researchers of children’s acquisition of passives, there exists a body of literature that

directly manipulates lexical verb meanings in an effort to characterize the interaction

between verb type and children’s performance on verbal passives. As we will see in

the next section, several different lexical semantic features have been proposed to bet-

ter characterize children’s lexical verb asymmetry in the verbal passive, going beyond
24Liter and Lidz (2020) noted that this discourse manipulation is not restricted to quantifiers, as adverbial

modification can also manipulate the default information structural properties of a non-ACTIONAL passive
to make it more felicitous, as in (ii).

(i) ?Connell was seen by Marianne.
(ii) Connell was frequently seen by Marianne.

25While it is not clear under what exact conditions Liter and Lidz (2020) consider a context to be “prag-
matically licensed” for the passive, a sample story from their experiment makes use of multiple characters
including potential and actual Experiencers along the same lines as O’Brien et al. (2006)

26The eight non-ACTIONAL verbs of interest were know, love, like, miss, spot, see, forget, and hear.
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the “ACTIONAL”/“non-ACTIONAL” asymmetry first proposed by Maratsos et al. (1985).

Because most of the above proposals on children’s acquisition assume an interaction be-

tween children’s behavior on passives and verb type, it is important to have an accurate

understanding of how this interaction manifests.

2.3.4 Lexical semantic features

Several experimental studies (Maratsos et al., 1985; Pinker et al., 1987; Messenger et al.,

2012; Liter et al., 2015; Nguyen, 2015) have collectively described seven potentially rele-

vant lexical semantic features that can affect children’s performance on the verbal passive:

ACTIONAL, STATIVE, VOLITIONAL, AFFECTED, and the thematic-role relations OBJECT-

EXPERIENCER (OBJ-EXP), SUBJECT-EXPERIENCER (SUBJ-EXP), and AGENT-PATIENT (AGT-

PAT). For these researchers, use of the lexical semantic features that they proposed ranged

from descriptive observations of the children’s behavior in their experiments to direct

manipulations that affected children’s performance.

In the following sections, I will provide background summaries of these studies along

with definitions of the proposed lexical semantic features. But while these researchers

may have different explanations for why their features matter for children’s acquisition

(along the same lines as those described in the previous section), what is of interest to us

and will serve as the foundational background for the remainder of the dissertation is the

lexical semantic features themselves and their proposed “signal” or definitions.27

2.3.4.1 Maratsos, Fox, Becker, and Chalkley (1985): ACTIONALITY Distinction

Maratsos et al. (1985) hypothesized that ACTIONAL verbs, which denote an action (e.g.,

hug, chase, etc.), will be easier for children to understand in the passive than non-ACTION-

AL verbs, which denote an experience, or a non-action (e.g., see, forget, like, etc.). They

27As will become clearer later on in this dissertation, the experiments described in this section will help
us answer Q2 from Chapter 1: What is the nature of children’s linguistic knowledge and their capacity to
deploy that knowledge during the course of development?
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conducted two experiments and found that children seem to acquire ACTIONAL passives

earlier than non-ACTIONAL passives. In the first experiment, four- and five-year-old chil-

dren were tested on four ACTIONAL and eight non-ACTIONAL verbs in a task where, when

prompted with the test sentence followed by the question “who did it?”, they had to point

to the toy character that did the event denoted by the verb. For example, when presented

with the test sentence “Superman was seen by Batman”, children were supposed to point

to Batman as the toy character that did the “seeing” event. Maratsos et al. found that chil-

dren selected the correct referent in the ACTIONAL condition 67% of the time compared

to only 40% of the time in the non-ACTIONAL condition. In the second experiment, chil-

dren aged 4 to 11 years were tested on a picture selection task where children were given

two pictures and asked to select the one that matched the test sentence.28 The results are

presented in Table 2.1. While children were essentially at ceiling with the active sentences

in both ACTIONAL and non-ACTIONAL conditions and the passive in the ACTIONAL con-

dition, children did not seem to reach the same level of success on the non-ACTIONAL

passives until age 9 (see Nguyen 2015; Nguyen and Snyder 2017; Nguyen et al. 2018 for

replications of these results using Truth Value Judgment Tasks).

Table 2.1: Percent correct responses to a picture selection task testing active and passive
sentences (Maratsos et al. 1985: 180).

Actional Non-actional
Age Active Passive Active Passive
4 yr 97 0.85 92 0.34
5 yr 99 0.91 96 0.65
7 yr 99 0.92 97 0.62
9 yr 100 0.96 99 0.87
11 yr 100 0.99 100 0.99

For our purposes, Maratsos et al. (1985) defines a verb to be ACTIONAL if it denotes an

action and is not a mental, psych, or perception verb. A signal we can use to identify an

ACTIONAL verb is whether the event described by the verb is observable. So, eat would

28Non-ACTIONAL verbs were depicted using thought bubbles, or other visual mechanisms to indicate the
non-ACTIONAL meaning.
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be +ACTIONAL because eating can be directly observed (e.g., The penguin is eating a fish

– we can observe the penguin eating the fish). In contrast, a psych verb like love would

be –ACTIONAL because the internal state caused by loving cannot be directly observed

(e.g., Lisa loves penguins – we cannot observe Lisa’s internal state of pure love because that

psychological state is internal to Lisa).

2.3.4.2 Pinker, Lebeaux, and Frost (1987): AFFECTEDNESS Distinction

Pinker et al. (1987) examined whether the passives of some verbs were more productive

for children than passives of other verbs. Specifically, they were interested in whether

children’s performance would be impacted based on whether the novel verb’s internal

argument/object was affected by the denoted event. To this end, they conducted a series

of novel (i.e., nonce) verb learning studies where children were taught novel verbs either

in the active or passive voice. Young children’s comprehension of these novel verbs in the

passive was tested by having the children act-out different events or states according to

a presented test sentence using toys. Of particular interest to us is their second exper-

iment where three- to five-year-old children were tested on novel action verbs roughly

corresponding to “back into” or “slide down the back of” and novel spatial verbs corre-

sponding to “to contain” or “to suspend from”. Here, the object of the novel action verbs

would be affected while the object of the novel spatial verbs would be unaffected by the

events or states denoted by the novel verbs. The results are shown in Table 2.2. Along with

results from their other novel-verb learning studies, Pinker et al. took children’s perfor-

mance as evidence that English-speaking children passivize verbs that have an affected

object more productively than those with an unaffected object.

For our purposes, the AFFECTED feature applies to verbs where the subject affects the

object. For example, in “Matthew annoyed Diana”, Diana is affected by Matthew – she is

experiencing a state of annoyance because of him (annoy = +AFFECTED). This contrasts

with “Matthew liked Diana”, where Diana isn’t impacted by Matthew liking her, even
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Table 2.2: Percentage of correctly acted out items in comprehension task (Pinker et al.
1987: 223).

Taught in active voice Taught in passive voice
Age Act out active Act out passive Act out active Act out passive

Action verbs
3-4.5 75 56 81 63
4.5-5.5 100 88 94 81
Mean correct: 88 72 88 72

Spatial verbs
3-4.5 44 62 56 50
4.5-5.5 81 88 100 50
Mean correct: 62 76 78 50

though Matthew is impacted himself (like = –AFFECTED).

2.3.4.3 Liter, Huelskamp, Weerakoon, and Munn (2015): Distinction Based on STATIV-

ITY and VOLITIONALITY

Liter et al. (2015) questioned whether the “non-ACTIONAL” verbs used in Maratsos et al.

(1985) should be considered a linguistically homogenous class. They argued that the verbs

often used in experimental studies of children’s acquisition of passives can be split into

three verb classes based on verbal diagnostics for EVENTIVITY and AGENTIVITY: AC-

TIONAL verbs are EVENTIVE AGENTIVE verbs, and non-ACTIONAL verbs are split into

EVENTIVE non-AGENTIVE verbs and non-EVENTIVE non-AGENTIVE (i.e., STATIVE) verbs.

For example, the verbs watch, see, and like behave differently based on tests for EVENTIV-

ITY and AGENTIVITY as seen in examples (2.29)-(2.31) and thus should be differentiated

accordingly when testing children’s comprehension of passives of different verbs.

(2.29) EVENTIVE AGENTIVE: watch

a. *Grover watches Elmo.

b. Grover deliberately watched Elmo.

(2.30) EVENTIVE non-AGENTIVE: saw
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a. *Grover sees Elmo.

b. *Grover deliberately saw Elmo.

(2.31) Non-EVENTIVE non-AGENTIVE (STATIVE): like

a. Grover likes Elmo.

b. *Grover deliberately liked Elmo.

In two Truth Value Judgment Tasks, Liter et al. tested whether children’s performance

on verbal passives was impacted by the AGENTIVITY or EVENTIVITY of the verb. In ex-

periment 1, they compared four- and five-year-old children’s comprehension of passives

of EVENTIVE AGENTIVE verbs (e.g., watch) to passives of EVENTIVE non-AGENTIVE verbs

(e.g., see). Children were found to perform significantly better on EVENTIVE AGENTIVE

verbs than EVENTIVE non-AGENTIVE verbs. In experiment 2, children’s comprehension of

passives of EVENTIVE non-AGENTIVE verbs (e.g., see) was compared to passives of non-

EVENTIVE non-AGENTIVE verbs (e.g., like) and the researchers found an effect of EVEN-

TIVITY such that children performed significantly better on EVENTIVE non-AGENTIVE

verbs than non-EVENTIVE non-AGENTIVE verbs. Liter et al. suggested that children learn

the passives of different verbs in the order of EVENTIVE AGENTIVE > EVENTIVE non-

AGENTIVE > non-EVENTIVE non-AGENTIVE, and that the lexical asymmetry observed in

the studies by Maratsos et al. (1985) was likely due to children’s incremental learning of

the range of passivizable verb types.

For the purposes of the current investigation, I will use the converse to the lexical se-

mantic feature EVENTIVE, namely STATIVE. Furthermore, I will rename AGENTIVE as VO-

LITIONAL in order to avoid terminological overlap with the AGENT-PATIENT feature (in

the next section) proposed by Messenger et al. (2012). Liter et al. (2015) defined verbs to

be +STATIVE when they are acceptable in the simple present tense in an “out of the blue”

context.29 For example, “Diana loves Matthew” sounds acceptable without any special

29STATIVITY can also be defined as a verb being unacceptable in the simple progressive form – for in-
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context (love = +STATIVE). This contrasts with “Diana carries Matthew”, which sounds

odd out of the blue unless we are narrating an event in real time (carry = –STATIVE).30 Sec-

ondly, Liter et al. (2015) defined a verb to be +VOLITIONAL when it is acceptable following

the adverb deliberately. For example, “Matthew deliberately annoyed Diana” sounds ac-

ceptable, and describes an event where Matthew made a concerted effort to annoy Diana

(annoy = +VOLITIONAL). In contrast, “Matthew deliberately saw Diana” sounds somewhat

odd in its default interpretation, as it describes an event where Matthew has preternatural

control over his visual perception and can choose whether or not to consciously perceive

Diana (see = –VOLITIONAL).

2.3.4.4 Messenger, Branigan, McLean, and Sorace (2012): Distinction Based on The-

matic Roles

Messenger et al. (2012) observed that while the ACTIONAL verbs used in the studies

by Maratsos et al. (1985) were verbs that encode an action and canonically assign an

Agent role to the verb’s subject and a Patient role to the verb’s object in an active sen-

tence (i.e., AGENT-PATIENT verbs such as hug), all of the non-ACTIONAL verbs that were

tested on children in that study were exclusively verbs that canonically assign an Ex-

periencer role to the verb’s subject and a Theme role to its object in an active sentence

(i.e., Experiencer-Theme verbs such as like). Messenger et al. investigated how children

would perform on passives of verbs that canonically assign an Experiencer role to the

verb’s object and a Theme role to its subject in an active sentence (i.e., Theme-Experiencer

verbs such as frighten). In a picture-sentence matching task, three- and four-year-old chil-

dren were asked to select between two pictures according to which one matched the test

stance, “Diana is loving Matthew” is less acceptable than “Diana is carrying Matthew” (Vendler, 1957).
Here, we use the signal for STATIVITY defined in Table 2.4, following the definition coming from the prior
acquisition work of Liter et al. (2015)

30In a narration of current activities, –STATIVE verbs would be acceptable in the simple present tense as
in (i). Since the test for STATIVITY used by Liter et al. (2015) is restricted to out-of-the-blue contexts, I will
not be including grammatical judgments like (i) for the lexical feature annotations.

(i) Look, Grover watches Elmo, and then wow, Grover is grossed out by Elmo’s eating habits!
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sentence. The results are shown in Table 2.3. Young children were found to be sensitive

to thematic-role mappings: while their performance on passives of AGENT-PATIENT and

OBJECT-EXPERIENCER verbs were comparable, passives of SUBJECT-EXPERIENCER verbs

elicited the poorest performance. This lexical asymmetry in children’s behavior was also

observed in the adult participants performing the same task. However, in separate ex-

periments, when participants heard the experimenter produce passives for an unrelated

event (i.e., were primed for the passive) beforehand, participants exhibited no asymme-

try in the type of verbs that they were willing to produce in the passive. In light of these

results, Messenger et al. suggested that the lexical verb asymmetry found in previous

studies may be task-related rather than evidence of delayed knowledge of the passive.

Table 2.3: Frequency of correct and incorrect match response by verb type and structure
(Messenger et al. 2012: 581).

Verb Type Structure Match response
Correct Incorrect

Agent-patient Active 120 23
Passive 111 32

Theme-Experiencer Active 111 33
Passive 99 44

Experiencer-theme Active 90 54
Passive 58 84

While Messenger et al. (2012) used the terms “Theme-Experiencer” and “Experiencer-

Theme”, I will instead refer to these features as OBJECT-EXPERIENCER and SUBJECT-EX-

PERIENCER to avoid any unnecessary confusion. For the definitions of the features OB-

JECT-EXPERIENCER (OBJ-EXP), SUBJECT-EXPERIENCER (SUBJ-EXP), and AGENT-PATIENT

(AGT-PAT), Messenger et al. focused on the thematic status of the internal argument of

the verb in question (as either an Experiencer or a Patient/Theme). Specifically, when

verbs are –ACTIONAL, they often involve Experiencers (of possibly mental, psychological,

or perceptual states). A verb is +OBJ-EXP when the internal argument is an Experiencer

(e.g., Matthew frightens Diana – Diana is the Experiencer of the fright). A verb is +SUBJ-EXP

when the external argument is an Experiencer (e.g., Diana likes Matthew – Diana is the Ex-
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periencer of the liking). When verbs are +ACTIONAL and the thematic roles are Agent and

Patient for the external and internal arguments respectively, the verb is +AGT-PAT. For ex-

ample, The penguin eats the fish describes an event where the penguin is the Agent and

the fish is the Patient (eat = + AGT-PAT). This contrasts with whisper (e.g., Diana whispered

the secret), which is +ACTIONAL but does not obviously involve Agent and Patient roles;

therefore, it is –AGT-PAT.31

2.3.4.5 Summary

Table 2.4 below summarizes the seven lexical semantic features that are of interest to this

dissertation including the definitions that I will use as a signal for whether or not a verb

has those features. Because I am deriving the signal of these lexical semantic features from

the previous literature, they may be morphosyntactic (e.g., a context the verb can appear

in) or semantic.32

Table 2.4: Descriptive lexical semantic features derived from prior experimental studies,
including signals of that feature and example verbs with (+) and without (–) that feature.

Studies Feature Signal + –
Maratsos et al. (1985) ACTIONAL Observable eat scareNguyen (2015)

Liter et al. (2015) STATIVE
Simple present tense in scare eat“out of the blue” context

Liter et al. (2015) VOLITIONAL “deliberately VERB" annoy see
Pinker et al. (1987) AFFECTED X affects Y annoy like

Messenger et al. (2012) OBJ-EXP
–ACTIONAL where frighten chaseobject is Experiencer

Messenger et al. (2012) SUBJ-EXP
–ACTIONAL where like annoysubject is Experiencer

Messenger et al. (2012) AGT-PAT
+ACTIONAL where θ-roles
= Agent, Patient eat whisper

31Given these lexical feature annotations based on thematic-role relations, it would in principle be possi-
ble to have a verb that is [–AGT-PAT, –OBJ-EXP, –SUBJ-EXP]. For example, intransitive verbs like snow would
fall under this category.

32As such, it may be more appropriate to refer to these features as “lexical” rather than “lexical semantic”
features. However, the use of the latter term helps us keep in mind that these features refer to a division
amongst verbs based on the meaning or semantic characterization of the verbs.
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It is important to note that, apart from recharacterizing the “ACTIONAL/non-ACTIONAL”

distinction by Maratsos et al. (1985), these proposals tend to involve descriptive features

proposed by previous experimenters to explain specific experimental results rather than

theoretically-motivated features that were necessarily intended to be mutually exclusive.

Thus, there has not yet been a formal account of how well these descriptive features

capture the lexical asymmetry observed in children’s development of the verbal passive.

Moreover, it’s not clear whether (or how much) these features overlap semantically. Here, I

will treat these features as independent from each other, as there is no theoretical account

yet that synthesizes them any other way. In the next section, I will describe a synthesis

of experimental studies on children’s comprehension of the English verbal passive which

will allow us to describe the passive lexical asymmetry in better detail as well as examine

how well the proposed lexical semantic features can account for children’s behavior.

2.4 Synthesis of Experimental Studies

In order to investigate how well these lexical semantic proposals can account for English-

speaking children’s comprehension of the verbal passive, we need to have a better under-

standing of how well children perform with which verbs and crucially at which age. To

achieve this, we need a synthesis of experimental studies of different experimental stud-

ies that have been conducted with English-speaking children. My goal here is to estimate

the earliest age at which we can be confident that children understand the passive of a

particular verb (which I will sometimes refer to as a “lower bound” on when children

have a certain piece of linguistic knowledge); thus, I am not concerned with spontaneous

production studies as they tend to underestimate children’s grammatical knowledge. In

this section, I will first describe the synthesis of experimental studies that I conducted of

studies concerned with English-speaking children’s comprehension behavior on the ver-

bal passive; my description will include summarizing the verbs that have previously been

tested and the earliest age at which children begin to succeed on these verbs in the passive
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voice. I will then show that, when viewed through the lens of lexical semantic features,

the proposals described in Section 2.3.4 are unable to account for the lexical asymmetry

observed in children’s behavior in these studies. I will end this section by discussing some

limitations of the synthesis of experimental studies.

2.4.1 Selection of Included Studies

Twelve experimental studies were included in this synthesis of experimental studies. Se-

lection of studies was based on the following criteria: (i) they tested English-speaking chil-

dren; (ii) they are experimental studies (rather than spontaneous production studies); (iii)

they tested long verbal be-passives; (iv) they did not include experimental manipulations

that are predicted to increase children’s accuracy rates (e.g., repetition of test sentences,

Deen et al. (2018)); and (v) they report the specific verbs that were tested in their study.33

Several types of information were extracted from the synthesis of these twelve studies: (i)

the verbs used as stimuli (Table 2.5), and (ii) children’s performance on verbal passives

for those verbs at the different ages that were tested.34,35 Because I am concerned with

children’s behavior on the long verbal passive for different verbs, I do not differentiate

studies that used different kinds of comprehension methods (e.g., Truth Value Judgment

Tasks, picture-selections, etc.) and the successes and failures of children’s performance

were accepted regardless of methodology as long as the inclusion criteria for experimen-

tal studies was maintained. Furthermore, any benefit or hindrance to children’s perfor-

mance brought on by the choice of methodology should have a global effect such that any

33To the best of my knowledge, there were no other studies that could be included under these criteria.
However, the loosening of any one of these criterion would allow more studies to be included (e.g., the
priming experiments in Messenger et al. (2012)).

34See Appendix A.1 for more details of the studies that were included in the synthesis of experimental
studies.

35These studies either reported successful performance on these verbs in the active voice or did not report
any difficulty in comprehending the meanings of these verbs. I take this to mean that unsuccessful perfor-
mance in these studies results from children’s difficulty with these verbs in the verbal passive rather than
difficulty with the task or the meanings of the verbs themselves.
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lexical asymmetry should still be observed.36

Table 2.5: Studies, methodologies, and verbs used in the synthesis of experimental stud-
ies.

Studies Methodology Verbs tested
de Villiers and de Villiers
(1973)

Act-Out kiss, push, hit, bite, bump, touch

Maratsos and
Abramovitch (1975)

Act-Out kick, kiss, push, hit, bite, bump, tickle,
touch

Maratsos et al. (1985) Picture-
Selection

hold, kick, kiss, push, shake, wash, find,
forget, hate, like, love, remember, hear,
know, miss, see, smell, watch

Gordon and Chafetz (1990) Truth-Value
Judgment

carry, drop, eat, hold, hug, kick, kiss,
shake, wash, forget, hate, like, remember,
believe, hear, know, see, watch

Fox and Grodzinsky (1998) Truth-Value
Judgment

chase, hear, see, touch

Hirsch and Wexler (2006) Picture-
Selection

push, kiss, kick, hold, remember, love,
hate, see

O’Brien et al. (2006) Truth-Value
Judgment

hug, chase, like, see

Crain et al. (2009) Elicitation eat, kiss, push, hit, bite, crash, kill, knock,
lick, pick up, punch, scratch, shoot

Messenger et al. (2012) Picture-
Selection

carry, hit, frighten, pat, pull, scare, shock,
squash, surprise, upset, hate, love, re-
member, annoy, bite, hear, ignore, see

Orfitelli (2012) Picture-
Selection

carry, kick, kiss, push, love, remember,
hear, see

Nguyen et al. (2018) Truth-Value
Judgment

hug, chase, like, see

Liter et al. (2015) Truth-Value
Judgment

wash, find, fix, forget, paint, spot, hate,
love, know

36It is a little controversial as to whether an elicitation task such as Crain et al. (2009) should be included
in a synthesis of experimental studies about children’s comprehension. I am including this study in the
synthesis of experimental studies because the overall goal and conclusion of Crain et al. (2009) are about
probing children’s grammatical knowledge of the verbal passive based on the verbs that children were
willing to use in the passive to denote certain events. But as we will see later, the exclusion of these verbs
will minimally change the results. The inclusion of these verbs will also increase the variety of verbs that we
can look for when discussing which verbs children hear in the passive in their linguistic input in Chapter 3.
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2.4.2 Age of Acquisition (AoA)

From these studies, English-speaking children’s reported performance on verbal passives

across multiple verbs was used to identify an “age of acquisition” (henceforth, “AoA”)

for verbal passive knowledge of individual verbs. I determined a verb’s AoA by identify-

ing the youngest age when children begin performing significantly above chance in any

of the studies; thus, if multiple studies reported successful performance on a particular

verb, I chose the youngest successful age group that was tested. For the studies that only

reported performance on collapsed groups of verbs, an AoA was assigned for each verb

that belonged in a group. For example, a study that reported success on ACTIONAL verbs

that collapsed across hug, chase and eat will receive the same assigned AoA for each of

those verbs.

The specific AoA I chose for a verb was based on the age groups that were targeted

by the studies in the synthesis of experimental studiessynthesis of experimental studies.

For example, I determined the AoA for hate, like, love, and remember to be five years of age

because Maratsos et al. (1985) targeted “five-year-old” children (with a mean age of 5;04)

and found significantly above-chance performance on these verbs. Likewise, AoAs with

two age groups (e.g., between three and four years old in Table 2.6) are a consequence of

studies collapsing across those two age groups. An AoA could not be determined for a

verb if there were no studies in which (i) that verb was tested and (ii) children showed

successful performance on that verb.

Of the 50 unique verbs tested in these 12 studies, 30 had an AoA by this definition, as

shown in Table 2.6.37

37For the verbs hug and chase, O’Brien et al. (2006) reported conflicting results where three-year-old chil-
dren in their study failed to comprehend long verbal passives in experimental contexts where there was
only one possible Agent. Because the results of O’Brien et al. (2006) have not been replicated, the AoAs
assigned to hug and chase in Table 2.6 are maintained (see Nguyen and Snyder (2017); Deen et al. (2018) for
discussion of why O’Brien et al.’s (2006) results should be doubted.)
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Table 2.6: AoA of verbs from the synthesis of experimental studies, representing an AoA
by 3 years old (3yr), between 3 and 4 years old (3-4yr), between 4 and 5 years old (4-5yr),
and 5 years old (5yr).

AoA Verbs
3yr carry, drop, eat, hold, hug, kick, kiss, push, shake, wash
3-4yr annoy, chase, frighten, hit, pat, pull, scare, shock, squash, sur-

prise, upset
4-5yr find, fix, forget, paint, spot
5yr hate, like, love, remember

2.4.3 Annotations of Lexical Semantic Features

In order to test whether the lexical semantic proposals that were described in Section

2.3.4 can account for each verb’s AoA in Table 2.6, these verbs need to be annotated for

their lexical semantic features (e.g., whether carry is +ACTIONAL). These annotations will

help us evaluate the predictions of each of the proposals on how children’s behavior is

impacted by the lexical meaning of the verbs used in passive voice.

A demonstration of how verbs were annotated for the lexical semantic features is

shown in Table 2.7. These annotations were done in accordance with the signals identi-

fied in Table 2.4.38 So, find is an observable action (ACTIONAL = 1, STATIVE = 0) that is not

deliberate (VOLITIONAL = 0). In a transitive use, the direct object is unaffected (AFFECTED

= 0) and a Patient (OBJ-EXP = 0, SUBJ-EXP = 0, AGT-PAT = 1). Carry is also an observable

action (ACTIONAL = 1, STATIVE = 0), but can be deliberate (VOLITIONAL = 1). In a transi-

tive use, the direct object is affected (AFFECTED = 1) and a Patient (OBJ-EXP = 0, SUBJ-EXP

= 0, AGT-PAT = 1). Love is a STATIVE psych verb (ACTIONAL = 0, STATIVE = 1) that is not

deliberate (VOLITIONAL = 0). In a transitive use, the direct object is unaffected (AFFECTED

= 0) and the subject is the Experiencer (OBJ-EXP = 0, SUBJ-EXP = 1, AGT-PAT = 0).

The 30 verbs from Table 2.6 that were identified to have an AoA were annotated for

their lexical semantic features according to the signals defined in Table 2.4. These annota-

38For ease of exposition, the +/– signals used in Table 2.4 will be converted to 1s and 0s respectively. They
are semantically equivalent in these annotations. But when discussing the actual features in the text, I will
continue to use the +/– signals.
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Table 2.7: Example reasoning for identification of lexical semantic features in the verbs
find, carry, and love.

find carry love

ACTIONAL
find ≠ mental, psych, carry ≠ mental, psych, love = psych verb.or perception verb. or perception verb.

1 1 0

STATIVE
*Alex finds Emma. *Alex carries Emma. Alex loves Emma.

0 0 1

VOLITIONAL
*Alex deliberately Alex deliberately *Alex deliberately

finds Emma. carries Emma. loves Emma.
0 1 0

AFFECTED
Alex finds Emma Alex carries Emma Alex loves Emma

– Emma is unaffected. – Emma is affected. – Emma is unaffected.
0 1 0

Alex finds Emma. Alex carries Emma Alex loves Emma
Alex = Agent. Alex = Agent. Alex = Experiencer.

Emma = Patient. Emma = Patient. Alex = Subject.
OBJ-EXP 0 0 0
SUBJ-EXP 0 0 1
AGT-PAT 1 1 0

tions are summarized in Table 2.8 below for all 30 verbs.

2.4.4 No Single Theory Can Cover Them All.

Now that we know which verbs have been tested on English-speaking children, at what

age children begin to succeed on these verbs in the verbal passive, and the lexical semantic

features of the verbs, we can evaluate whether the lexical semantic proposals described

in Section 2.3.4 can (or cannot) account for the lexical asymmetry observed in Table 2.8.

We will see that each of the proposals on its own cannot cover the full range of data

that have been observed in children’s performance on the passive. The following section

will be divided by the major lexical semantic proposals (ACTIONALITY, AFFECTEDNESS,

STATIVITY & VOLITIONALITY, and Thematic Role Relations).

ACTIONALITY. As defined by Maratsos et al. (1985), verbs that are +ACTIONAL (i.e.,

verbs that denote an observable event) should be easier in the passive than –ACTIONAL
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Table 2.8: Lexical semantic annotations for the 30 verbs that have a derivable AoA from
the synthesis of experimental studies. Double lines indicate a difference in the featural
pattern within each age group.

Lexical Semantic Features
ACTIONAL AFFECTED STATIVE VOLIT. OBJ-EXP SUBJ-EXP AGT-PAT

Verb 3yr
carry 1 1 0 1 0 0 1
drop 1 1 0 1 0 0 1
eat 1 1 0 1 0 0 1
hold 1 1 0 1 0 0 1
hug 1 1 0 1 0 0 1
kick 1 1 0 1 0 0 1
kiss 1 1 0 1 0 0 1
push 1 1 0 1 0 0 1
shake 1 1 0 1 0 0 1
wash 1 1 0 1 0 0 1

3-4yr
chase 1 1 0 1 0 0 1
hit 1 1 0 1 0 0 1
pat 1 1 0 1 0 0 1
pull 1 1 0 1 0 0 1
squash 1 1 0 1 0 0 1
annoy 0 1 1 1 1 0 0
frighten 0 1 1 1 1 0 0
scare 0 1 1 1 1 0 0
shock 0 1 1 1 1 0 0
surprise 0 1 1 1 1 0 0
upset 0 1 1 1 1 0 0

4-5yr
fix 1 1 0 1 0 0 1
paint 1 1 0 1 0 0 1
find 1 0 0 0 0 0 1
forget 0 0 0 0 0 1 0
spot 0 0 0 0 0 1 0

5yr
hate 0 0 1 0 0 1 0
like 0 0 1 0 0 1 0
love 0 0 1 0 0 1 0
remember 0 0 1 0 0 1 0
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verbs (i.e., mental, psych, perception verbs). In Figure 2.3 below, +ACTIONAL verbs are

marked in green while –ACTIONAL verbs are marked in red. Relying on the +/-ACTIONAL

distinction alone would not be able to account for the early success of verbs like annoy,

frighten, scare, shock, surprise, and upset which are all mental state verbs and thus non-

ACTIONAL (Messenger et al., 2012).

Figure 2.3: Predictions by Theory - ACTIONALITY across AoA (Maratsos et al., 1985).
Dashed line demarcates the predicted boundary in children’s behavioral performance.
Verbs in green are predicted to be earlier than verbs in red.

AFFECTEDNESS. For Pinker et al. (1987), verbs that are +AFFECTED (i.e., verb’s internal

argument is affected) should be easier in the passive than –AFFECTED verbs (i.e., verb’s

internal argument is unaffected). In Figure 2.4, +AFFECTED verbs are marked in green

while –AFFECTED verbs are marked in red. Relying on the +/-AFFECTED distinction alone

would predict a similar level of difficulty between verbs like find, forget, spot and verbs like

hate, like, love remember. This does not seem to be the case as the former set of verbs have

an earlier AoA than the latter set of verbs (Liter et al., 2015).

STATIVITY & VOLITIONALITY. Liter et al. (2015) suggested that the order of children’s

acquisition can be characterized in terms of STATIVITY and VOLITIONALITY such that
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Figure 2.4: Predictions by Theory - AFFECTEDNESS across AoA (Pinker et al., 1987). Dotted
line demarcates the predicted boundary in children’s behavioral performance. Verbs in
green are predicted to be earlier than verbs in red.

verbs that are –STATIVE, +VOLITIONAL (in green in Figure 2.5) are acquired before –

STATIVE, –VOLITIONAL (in blue), and that +STATIVE, –VOLITIONAL verbs (in red) would

be the latest acquired. The early success of verbs like annoy, frighten, scare, shock, surprise,

and upset is unaccounted for by this theory as these OBJECT-EXPERIENCERS do not fall

under any of the three classes discussed (Messenger et al., 2012).

Thematic Roles. Messenger et al. (2012) make a distinction between +AGENT-PATIENT,

+OBJECT-EXPERIENCER, and +SUBJECT-EXPERIENCER verbs such that they predict com-

parable performances on +AGT-PAT and +OBJ-EXP verbs (marked in green in Figure 2.6)

and +SUBJ-EXP are predicted to be hardest for young children. So far, the predictions of

this proposal are seemingly borne out in Figure 2.6 as +SUBJ-EXP verbs do indeed have

the latest AoA. But Messenger et al. treat +AGT-PAT verbs as a homogenous group and

thus cannot account for why verbs like find, forget, and spot would have a later AoA than

other +AGT-PAT verbs like chase, hit, and pat (Liter et al., 2015).
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Figure 2.5: Predictions by Theory - STATIVITY & VOLITIONALITY across AoA (Liter et al.,
2015). Solid line demarcates the predicted boundary in children’s behavioral perfor-
mance. Verbs in green are predicted to be earlier than verbs in blue and verbs in red.
Verbs in grey are unaccounted for by the theory.

Figure 2.6: Predictions by Theory - Thematic Role Relations across AoA (Messenger
et al., 2012). Solid line demarcates the predicted boundary in children’s behavioral perfor-
mance. Verbs in green are predicted to be earlier than verbs in red.

All theories. Putting the lexical semantic proposal predictions together, we get a pic-

ture similar to Figure 2.7. We can see that these proposals are not terminological variants

of each other (as indicated by the non-overlapping demarcations on the figure). Further-
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more, each of these proposals is unable to account for the full range of AoAs that was

gathered from the synthesis of experimental studies. Table 2.9 draws out the different

predictions of each of these proposals for a smaller set of verbs, carry, search, annoy, and

love.

In order to account for all of the AoAs derived from the synthesis of experimental

studies, I propose to treat these lexical semantic features as features that are independent

from each other and thus ones that can be combined together into various groupings.

Figure 2.7: Predictions by All Theories.

Table 2.9: Example predictions of children’s performance on the passives of carry, search,
annoy, and love by each lexical semantic proposal.

Actionality Affectedness Stativity, Volitionality Thematic-Roles
carry ✓ ✓ ✓ ✓
search ✓ × ✓ ✓
annoy × ✓ – ✓
love × × × ×

2.4.5 Limitations of the synthesis of experimental studies

The synthesis of experimental studies leaves open several questions. I will briefly sum-

marize these questions but will go into further details in Section 4.1.2 in Chapter 4 where
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I address all of these limitations with a behavioral assessment using a Truth-Value Judg-

ment Task. First, because there is often an age overlap in the age groups tested, we do not

know exactly how four-year-olds would perform compared to the three- or five-year-olds;

it is possible that four-year-old children have a distinct performance pattern with respect

to these different verbs. Second, only one study in the synthesis of experimental studies,

Messenger et al. (2012), has tested +OBJ-EXP verbs in young children and thus it is unclear

if the age of acquisition of the long verbal passives for +OBJ-EXP verbs like annoy is in fact

by four years of age in English. Third, verbs with multiple AoAs that are part of the same

lexical semantic profile are predicted by the Lexical Semantic Profile Hypothesis to be ac-

quired by the earliest observed AoA for this profile. Fourth, the synthesis of experimental

studies combines the results from different groups of children across multiple age ranges

using different experimental stimuli and methods (see Table 2.5 for the different meth-

ods). So, the differences in methodologies could impact the observed AoAs, and thus any

observed patterns in children’s performance with regards to verb type.39 More generally,

any characterization of the passive lexical asymmetry would be strengthened if the same

group of children performed as predicted by the synthesis of experimental studies across

a variety of verbs with different lexical semantic features. In a Truth Value Judgment Task

described in Chapter 4, I address these limitations and predictions by testing the same

group of children on the same test stimuli. The results from this experiment will there-

fore increase the empirical foundation provided by the synthesis of experimental studies,

by assessing four-year-old English-speaking children’s comprehension behavior on a va-

riety of verbs from different sets of lexical semantic features.

39Additionally, it is a limitation of this synthesis of experimental studies to exclude studies that included
experimental manipulations that are predicted to increase children’s accuracy rates (e.g., repetition of test
sentences, Deen et al. (2018)). Because the goal is to establish a lower bound of when children understand
the passive of particular verbs, I leave to future work to investigate how the lexical asymmetry can be re-
characterized when issues regarding children’s deployment of knowledge (i.e., processing constraints either
due to pragmatic or other reasons) are minimized.
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2.5 Lexical Semantic Profile Hypothesis

While it is uncontroversial that there is an interaction between children’s behavioral per-

formance on a particular verb in the passive and the lexical meaning of that verb, it is

an empirical question of how and which lexical semantic features matter for children. Up

until this point, we have seen that each of the major lexical semantic proposals on their

own cannot account for the full range of verbs in the long passive that have been tested

on English-speaking children. Instead, I would like to propose that we can treat these lex-

ical semantic features as equally and independently informative ways of differentiating

verbs from each other. Specifically, I will combine all seven features together in order to

establish finer-grained verb classes into which to divide up the verbs of interest.

2.5.1 Lexical Semantic Profiles

When the 30 verbs in Table 2.8 are sorted based on observed AoA (i.e., the age of signif-

icantly above-chance performance from the synthesis of experimental studies), there is a

striking relationship between the combination of lexical semantic feature values of a verb

(which I will call its “lexical semantic profile”) and that verb’s observed AoA (see Table

2.10). In particular, each of the 30 verbs in Table 2.6 can be categorized into one of five

unique lexical semantic profiles, with verbs in the same lexical semantic profile having

exactly the same feature values, and verbs in a particular feature value having the same

AoA.40

Profile 1 verbs like carry, chase, and fix all have the same lexical semantic feature anno-

tations because they all are +ACTIONAL, +VOLITIONAL, +AFFECTED, and +AGT-PAT. Pro-

file 2 verbs like annoy differ from Profile 1 verbs in being +STATIVE (rather than +ACTION-

40I have labeled these lexical semantic profiles with an Arabic numbering system because they were
named in the order that appear the earliest in the developmental trajectory. There is some predictive power
in the labels in that the lexical semantic profile hypothesis would predict profiles with a smaller number to
be acquired earlier than profiles would a higher number. So when comparing Profiles 1 and 3, we would
predict Profile 1 to be earlier, and likewise would predict Profile 3 to be not earlier.
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Table 2.10: Lexical semantic profiles comprised of the seven lexical semantic features for
example verbs with different experimentally observed ages of acquisition (AoA).

AoA
3yrs 3-4yrs 4-5yrs 5yrs
carry chase annoy fix find forget hate

Profile 1 1 2 1 3 4 5
ACTIONAL 1 1 0 1 1 0 0
STATIVE 0 0 1 0 0 0 1
VOLITIONAL 1 1 1 1 0 0 0
AFFECTED 1 1 1 1 0 0 0
OBJ-EXP 0 0 1 0 0 0 0
SUBJ-EXP 0 0 0 0 0 1 1
AGT-PAT 1 1 0 1 1 0 0

AL) and +OBJ-EXP (rather than +AGT-PAT). Profile 3 verbs like find are like Profile 1 verbs

in being +ACTIONAL and +AGT-PAT, but differ in being –VOLITIONAL and –AFFECTED.

Profile 4 verbs like forget are like Profile 3 verbs in being –STATIVE, –VOLITIONAL, and

–AFFECTED, but differ in also being –ACTIONAL and +SUBJ-EXP. Profile 5 verbs like hate

are like Profile 4 verbs in being +SUBJ-EXP, but are additionally +STATIVE. When we eval-

uate all 30 verbs that have an AoA based on these five lexical semantic profiles, we get the

classification as shown in Table 2.11.

2.5.2 Developmental Trajectory

Taken all together, these profiles suggest a natural developmental trajectory for the lexi-

cal semantic cues that influence children’s ability to interpret long verbal passives. We can

formulate a hypothesis where children’s behavioral performance on the verbal passive can

be predicted by the ordering of these lexical semantic profiles (which I will refer to as the

“(PASSIVE) LEXICAL SEMANTIC PROFILE HYPOTHESIS”). It is important to note that the

ages associated with the predicted developmental trajectory are derived from the synthe-

sis of experimental studies of English-speaking children’s performance; for our purposes,

these ages serve simply to indicate the relative order that profiles should emerge in. The

predicted developmental trajectory corresponding to English-speaking children’s ages is
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Table 2.11: Observed age of acquisition (AoA) for the 30 verbs with an AoA available from
the synthesis of experimental studies, along with their lexical semantic profile (Profile).

AoA Verb Profile AoA Verb Profile
3 carry 1 3-4 annoy 2
3 drop 1 3-4 frighten 2
3 eat 1 3-4 scare 2
3 hold 1 3-4 shock 2
3 hug 1 3-4 surprise 2
3 kick 1 3-4 upset 2
3 kiss 1 4-5 fix 1
3 push 1 4-5 paint 1
3 shake 1 4-5 find 3
3 wash 1 4-5 forget 4

3-4 chase 1 4-5 spot 4
3-4 hit 1 5 hate 5
3-4 pat 1 5 like 5
3-4 pull 1 5 love 5
3-4 squash 1 5 remember 5

shown in Table 2.12. We can interpret these lexical profiles as corresponding to five classes

of verbs and the developmental trajectory that we see involves children comprehending

successively larger supersets of these five classes (such that English-speaking three-year-

olds understand the first profile and five-year-olds understand all five).

Table 2.12: AoA predictions (Predicted AoA) for example verbs in English, based on their
lexical semantic profiles (Profile).

Profile Example verbs Predicted AoA
1 bump, crash, fix, chase, hug 3yrs
2 flatter, hurt 3-4yrs
3 search, discover 4-5yrs
4 spot, notice, overhear 4-5yrs
5 believe, miss, know, remember 5yrs

2.5.3 Predictions

For the discrepancies between the lexical semantic profiles for some verbs and the ob-

served AoA (e.g., Profile 1 verb fix with an observed AoA of 4-5yrs in Table 2.11), the

LEXICAL SEMANTIC PROFILE HYPOTHESIS would predict that these are because children
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were not tested at the relevant lower age for those verbs. For example, the verb fix has

only been tested once by Liter et al. (2015) whose youngest participants were four- to five-

year-olds. But since fix is a Profile 1 verb and Profile 1 verbs are predicted to have an

AoA of 3yrs (see Table 2.12), the LEXICAL SEMANTIC PROFILE HYPOTHESIS would pre-

dict above-chance performance for fix in the long verbal passive if three-year-old children

were tested. Moreover, the LEXICAL SEMANTIC PROFILE HYPOTHESIS would be able to

go beyond the 30 verbs in Table 2.11 and make predictions for the AoA of never-before-

tested verbs given the lexical semantic profile of that verb. For example, believe, which is

a Profile 5 verb but has never been tested in the passive, is predicted to have an AoA of

5 years (see Table 2.12). The predictions of the relative ordering of the lexical semantic

profiles along with some other concerns about the conducted synthesis of experimental

studies (see Section 4.1.2) are examined in a behavioral study that I discuss in Chapter 4.

2.6 Summary

In this chapter, I have introduced the English verbal passive as our case study for inves-

tigating how children acquire language. Specifically, this dissertation will examine the

lexical semantic asymmetry often observed in English-speaking children’s performance

on long verbal be-passives. I first presented some theoretical background on the structural

representation of the passive and the set of verbs that allow passivization with a specific

focus on English. I then looked at previous language acquisition research that has tried to

pinpoint children’s linguistic knowledge of the passive. I have highlighted various prof-

fered accounts for how children’s grammatical knowledge may be different from the tar-

get adult system. This included discussion of three major lexical semantic proposals that

attempted to characterize the lexical semantic asymmetry in children’s linguistic perfor-

mance. In a synthesis of experimental studies on English-speaking children’s understand-

ing of verbal passives at certain ages, I was able to determine an age of acquisition (AoA)

— the earliest age when children begin to how successful comprehension — for 30 verbs
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that have been tested in the verbal passive. I then demonstrated that based on the coarse

description of the major lexical semantic proposals, most of these theories by themselves

do not seem to readily explain the AoA of the verbs derived from the experimental metal-

analysis. Ultimately, I proposed that what is impacting children’s performance is a col-

lection or combination of lexical semantic features, rather than only one or two features,

which I refer to as the “lexical semantic profile” of a verb. When we examine children’s

lexical verb asymmetry through the lens of these lexical semantic profiles, there seems

to be a natural developmental trajectory of the relative ordering of when verbs of certain

profiles are acquired by children in the long verbal passive. I refer to this idea that differ-

ent lexical semantic profiles are impacting children differently at different ages leading to

the observed developmental trajectory as the LEXICAL SEMANTIC PROFILE HYPOTHESIS.

The main focus of this dissertation will be investigating and validating the LEXICAL

SEMANTIC PROFILE HYPOTHESIS and the developmental trajectory that we have observed

for English-speaking children’s behavior. We will approach this investigation by examin-

ing the three major research questions that I have laid out in Chapter 1, which are repeated

below:

Q1 What kinds of evidence are available to children in their input? How much evidence

of various types are children receiving?

Q2 What is the nature of children’s linguistic knowledge and their capacity to deploy

that knowledge during the course of development?

Q3 What is a precise theory of how children harness evidence from their input to ac-

quire sophisticated linguistic knowledge?

In the next chapter, I will provide empirical research that addresses Q1 by conducting

a corpus analysis of child-directed speech.
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3 ∣ The Children’s Learning

Environment41

3.1 Introduction

It is incontrovertible that linguistic input is a necessary requirement for successful lan-

guage acquisition. The exact nature of the language environment has been the center

of intense debates ranging from: (i) what kinds of evidence are available to the child

in her input, (ii) how much evidence of various types are children receiving, (iii) how

the child makes use of that evidence, and (iv) whether the child comes with innately-

specified knowledge of grammatical principles and language-specific mechanisms for ac-

quisition (Babyonyshev et al., 2001; Borer and Wexler, 1987, 1992; Chomsky, 1980; Crain,

1991; Crain and Thornton, 1998; Gleitman, 1981; Lightfoot, 1989; Rizzi, 1993; Wexler, 1991,

1994, 1996). (i) and (ii) are questions about the observable linguistic input itself, which can

be evaluated given corpora of child-directed speech; (iii) and (iv), on the other hand, are

concerned with how much of the linguistic input is harnessed by children to acquire their

grammar — which we can refer to as “intake”— and how the intake is impacted by factors

internal to the child rather than changes in the child-directed speech (Fodor, 1998; Pearl

and Lidz, 2009; Omaki and Lidz, 2015; Lidz and Gagliardi, 2015, a.o.). These debates are

usually derived from a plethora of research and pervasive intuitions showing that some-
41The corpus analysis described in this chapter was work that I conducted while visiting the University

of California, Irvine, under the supervision of Lisa Pearl in Spring 2016. This research has been presented
at the following workshops and conferences: Computational Language Acquisition (CoLa) Laboratory at
UCI, Experimental Syntax and Semantics Lab at MIT, Workshop on Passives at the University of Geneva,
Linguistic Society of America Annual Meeting (LSA Annual Meeting 2017), Chicago Linguistic Society (CLS
53), Generative Approaches to Language Acquisition 2018 (GALANA-8), CompLang at MIT, Meaning and
Modality Lab at Harvard University, and QuantLab at UCI. Parts of this chapter is based on Nguyen and
Pearl (2018, 2019). I’d like to extend special thanks to Galia Bar-sever and Bahareh Noferest for assistance
with corpus annotations.
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times the observable linguistic behavior that we see in children is surprising based on the

input that they receive and how we think they’re using that input (i.e., children’s intake of

the input). This can mean that either children’s linguistic knowledge is seemingly early de-

spite a seemingly impoverished input or that children’s linguistic knowledge is seemingly

delayed despite a seemingly rich input. Chomsky (1980) characterized this difference as

the problem of the “poverty of the stimulus” and the problem of the “abundance of the

stimulus” respectively.

Understanding the reality of the learning environment is important because different

learning mechanisms can be assumed depending on the nature of the child’s input. If a

child faces a problem of the poverty of the stimulus where the data are insufficient on

their own to overcome the learning task, the child is assumed to have some prior knowl-

edge and/or abilities that guide her. Theories of the learning mechanism in this situation

focus on the nature of that prior knowledge and/or abilities (e.g., innate grammatical

knowledge vs. derived from prior experience, language-specific vs. domain-general). If,

however, a problem of the abundance of the stimulus is encountered, the data in the in-

put are available and would be sufficient (under a specific theory of how children use

their input to learn) but the child does not (or possibly cannot) harness that information.

Therefore, theories of the learning mechanism in this situation focus on the nature of how

children are filtering and harnessing the information in their input (e.g., maturation of

knowledge structures vs processing constraints). Because the learning environment type

implicitly assumes different theories of the learning mechanism, it is important to quan-

tify and understand the evidence available to the child. Furthermore, assessing whether

the linguistic input to children is impoverished or rich depends on what is considered to

be evidence in the first place, which is needed — and just as importantly must be har-

nessed — by children for successful language acquisition.

59



3.1.1 Quantifying Evidence from the Input

It is reasonable to assume that, for any given learning task, only a subset of the input

serves as potential evidence for children. Thus, before we can consider the available ev-

idence to children as either sufficient, impoverished, or abundant in the input, we first

need to determine what the child is trying to learn and what evidence is needed to arrive

at the target adult grammar. For example, let’s say that a child hears her mother utter (3.1).

If the child in question is at that time trying to learn the phonological system of her lan-

guage, then she will entertain hypotheses about and draw upon evidence from the speech

sounds that compose (3.1). It doesn’t quite matter to this child that her mother had just

uttered a passive sentence or that the sentence was used in a context to refer to characters

on a TV show, although all of that information is available in the input. If, however, the

child is at that time engaged in learning the syntax of passives in English, then the rele-

vant evidence here will be in the syntactic form of (3.1) and its context (e.g., the mapping

of thematic roles, pragmatic decisions to use this alternation, etc.). So, when we talk about

quantifying evidence, it is relative to the specific learning task for the child and assumed

to be a subset of the input in its entirety.

(3.1) Diana was chased by Matthew.

3.1.2 Differentiating Input from Intake

As mentioned before, a problem of the abundance of the stimulus has occurred when ev-

idence needed to arrive at the target adult grammar is available in a sufficient quantity in

the input and yet children’s acquisition is seemingly delayed. One way of understanding

the cause of such a delay is to appeal to the idea that children may be filtering their in-

put. Because researchers are only able to assess the input that children are exposed to and

their subsequent behavioral output, the nature of the child’s intake (or what the child is

able to harness from the input) is up for debate (Omaki and Lidz, 2015). Possible expla-
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nations that are debated include immature grammatical knowledge (Borer and Wexler,

1987), processing constraints (Omaki and Lidz, 2015), and determining some evidence as

more useful than others (Gagliardi et al., 2012). It is important to note that if a child is

unable to harness the information available to her in the input (e.g., she cannot perceive

the data available due to processing constraints), her learning environment is essentially

impoverished. So, the problems of the poverty and abundance of the stimulus can be

viewed as two sides of the same coin, with the difference being the learning mechanism

that is focused on to explain a child’s path to successful language acquisition. To better

understand what drives successful language acquisition, we not only need to understand

what input is available to children but also how children are utilizing that information

(Chouinard and Clark, 2003; Clark, 2010).

3.1.3 Relationship Between Input and Acquisition

There are several ways to correlate the quality and quantity of input and what we might

expect children’s behavioral output to be. First, we might expect a direct relationship be-

tween the frequency of a construction in child-directed speech and when children ac-

quire a particular piece of linguistic knowledge such that the higher the frequency of

something in the input, the earlier the acquisition (Demuth, 1989). A direct relationship

between input and acquisition can be seen in various domains, such as speech segmenta-

tion (Saffran et al., 1996), word-learning (Newport and Aslin, 2004; Smith and Yu, 2008),

syntactic categorization (Mintz, 2006; Lany and Gómez, 2008), among others.42 Second,

we might expect no or little relationship between children’s input and children’s behav-

ior for some particular learning problem. In this case, the child’s learning environment

is argued to be impoverished and children have to rely on innate grammatical principles

and mechanisms to acquire the necessary linguistic knowledge (Chomsky, 1980). While

42It can still be argued that what matters for these learning problems is children’s filtered intake of the
input but perhaps the relationship between input and language acquisition is more direct for the learning
problems named here than other types of learning problems (e.g., other domains of syntax, other domains
of semantics).
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there is no doubt that the linguistic input matters for acquisition (particularly for points

of cross-linguistic variation), it is an empirical question of what type of evidence needs

to be frequent for children (i.e., the quality of the input) and how much of this evidence

is needed (i.e., the quantity of the input). I will discuss more about some of these input-

based hypotheses in Section 3.2.2.

3.1.4 Investigating the Learning Environment for the Passive

In this chapter, I will explore what children’s learning environment can tell us about why

children exhibit the lexical verb asymmetry that they do with the English verbal passive.

Specifically, I will investigate whether there is a direct relationship between the develop-

mental trajectory that is observed in children’s performance on the passive and the type

of evidence that is present in children’s linguistic input. To this end, I will first describe

previous research that has looked at frequency of passives in production in both children

and adults. I will then describe a fine-grained corpus analysis of child-directed speech

in order to assess whether there is a relationship between a verb’s demonstrated age of

acquisition (AoA) that was previously established in Chapter 2 and the frequency of that

individual verb in the input; I do not find such a direct relationship between individual

verbs in the passive and the verb’s observed AoA. Because there appears to be a natural

developmental trajectory of children’s acquisition of the English verbal passive based on

previously proposed lexical semantic features, I additionally investigate the distribution

of these features in children’s linguistic input. I will conclude this chapter by discussing

how the frequency of lexical semantic features can play a role in building a potential

learning story for children’s acquisition of the passive.

3.2 Passives in Production

From an input point-of-view, it may be unsurprising that children exhibit (seemingly)

late knowledge of passives, as it has been claimed that long passives rarely appear in the
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child’s parental input (Gordon and Chafetz, 1990; Crain and Fodor, 1989). It is still a useful

exercise to examine what has previously been considered to be evidence for children’s

acquisition of the verbal passive (namely passives themselves) and how rare this evidence

actually is in the linguistic input. I will first summarize passive usage in child-directed

speech before discussing some proposals of what kinds of evidence in the linguistic input

we can consider for children’s acquisition of the passive, particularly with respect to how

they may explain the lexical verb asymmetry that we observe for children’s behavior. This

discussion of the previous literature will provide the starting point for our investigations

into children’s learning environment with regards to the passive and motivates the corpus

analysis discussed in Section 3.3.

3.2.1 Passive Usage in Child-Directed Speech

There have been several investigations examining the prevalence of passives in child-

directed speech in English, and these studies have generally found passives to be van-

ishingly rare especially when compared to the use of active sentences (e.g., Brown, 1973;

Svartvik, 1966). Maratsos et al. (1985) noted that out of 101 “possible” passives that were

found in child-directed speech derived from 37.5 hours of naturalistic parent-child inter-

actions, only one passive contained a by-phrase. Furthermore, while these possible pas-

sives were formed from a diverse set of verbs including AGENT-PATIENT verbs (e.g., attach,

bend, bite) and OBJECT-EXPERIENCER verbs (e.g., scare, surprise, irritate), Maratsos et al. re-

ported no SUBJECT-EXPERIENCER verbs (e.g., know, forget, see), suggesting that children

are receiving evidence of passives in their input from verbs with a restricted semantic

range.43 It has also been reported that children tend to hear more short passives than

long passives in their input (Svartvik, 1966). Gordon and Chafetz (1990) examined 86,655

child-directed utterances to three children (Brown, 1973, Adam, Eve and Sarah;) from the

43Maratsos et al. (1985) referred to these verbs in terms of eventive and stative verbs. For ease of exposi-
tion, I am using the lexical feature terms that separate verbs based on thematic-role relations which were
first introduced in Chapter 2.
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CHILDES database (MacWhinney, 2000). Overall, they identified 313 tokens of passive

utterances of any kind, which yielded a rate of passives-per-utterance of 0.36%, and only

four long passive utterances. Looking at only verbal passives, Gordon and Chafetz found

91 tokens that represented 56 types of short passives, which is a passives-per-utterance

rate of 0.091%.44

But despite the seemingly low frequency of passives in the production of adults and

children (see Chapter 2), there are some proposals for how the linguistic input can still

impact children’s acquisition of the verbal passive. I give an overview of these hypotheses

and their predictions in the next subsection.

3.2.2 Frequency-Based Hypotheses

Here, I will focus on different hypotheses of what kinds of evidence in the linguistic input

(i.e., what is being counted to determine whether the input is abundant or impoverished)

can be used by children to acquire the verbal passive and discuss how these hypotheses

would explain the relationship between the passive lexical verb asymmetry and child-

directed speech.

3.2.2.1 Counting Passives

Perhaps one straightforward account for how input affects children’s acquisition of the

verbal passive is counting how often children hear passives (of any kind) in their linguis-

tic input. In trying to account for why Sesotho-speaking children start producing passives

at a much earlier age (by at least 2;8 years) than English-speaking children, Demuth (1989)

noted that Sesotho-speaking adults produce passives at a relatively high frequency. She

reported in a four-hour corpus of child-directed speech in Sesotho that 6% of adult care-

44Crain and Fodor (1989) and Gordon and Chafetz (1990) are often cited when discussing the frequency
of passives in adult speech. But their discussion was in the context of speech to children. I leave for future
work an analysis of the frequency of passives in adult-directed speech.
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givers’ utterances were passives, with 56% of those passives being long verbal passives.45

Demuth proposed that the age at which children acquire passives relates directly to the

rate at which the construction is used in the children’s input. Thus, if passives are fre-

quent in the input, children are predicted to acquire passives early like in Sesotho; but

if passives are rare in the input, children are predicted to be delayed in their acquisition

of the passive as is the case for English. This account was adopted by Allen and Crago

(1996) to account for Inuktitut, where passive use is also highly frequent in adult speech

and children seem to master the passive at an early age. I will refer to an account where

children are reliant on the number of passives heard in their input as a “Frequency of

Passives” account.

A modified version of Demuth’s (1989) Frequency of Passives account was proposed

by Lau (2011) to account for Cantonese-speaking children’s early acquisition of the pas-

sive. While passives are infrequent in Cantonese child-directed speech (0.00002% of child

directed utterances), Lau (2011) found good comprehension of bei-passives by Cantonese-

speaking children. To account for this, she proposed that the consistency of passive input

available to children is as important as the frequency of those passives. In Cantonese

passives, the passive morpheme bei is obligatory. This contrasts with English passives,

which may occur with or without a by-phrase. Lau argued that this consistency of the bei

morpheme whenever passives appear in the linguistic input assists children in theta-role

assignment, allowing them to identify the non-canonical order of the arguments.46 This

is in line with a “cue-based” approach argued by Sudhalter and Braine (1985) where the

preposition by in the passive construction alerts the child to expect an Agent argument.

Despite Sesotho having both long and short passives (and thus the passives themselves

being inconsistent in form), Lau argued that the high frequency of the Sesotho passive in

45Crawford (2005) comes to a different conclusion when examining the same dataset. She concludes that
the Sesotho children’s passive production is not as productive as originally claimed. In particular, she ar-
gued that children’s long passive forms may reflect rote memorization.

46However, bei-passives do not require an object, which may make it more difficult to use it as a cue for
thematic role assignment. In this case, the consistency of bei in Cantonese passives acts as a reliable signal
for a particular type of construction.
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child-directed speech performs a similar function to the consistency of passives in Can-

tonese; thus, children are able to use their input in order to correctly assign thematic roles

to all arguments in the passive. I will refer to this account as the “Consistency of Passives”

account.

For both accounts, what is being counted in the input is passives as a construction by

either overall frequency (Frequency of Passives account) or by how similar the syntac-

tic forms of these passives are to each other (Consistency of Passives account). With re-

gards to English-speaking children’s observed lexical verb asymmetry, the accounts that

are concerned with the relative frequency of passives in the input would only be able

to predict English-speaking children to be delayed in their acquisition of passives (rela-

tive to other languages). In particular, the Frequency of Passives account would predict

English-speaking children to be delayed because passives overall are quite rare in English

child-directed speech; the Consistency of Passives account would also predict this delay

because English has more than one passive form (both short and long passives) and thus

there would be no consistent cue for the passive. To put in terms of quality and quantity

of evidence for children acquiring the passive, the evidence considered by children would

be passive constructions as a whole. In particular, children are relying on the number of

passives available in the linguistic input relative to sentences in the active voice, compared

to children learning other languages.

3.2.2.2 Counting Verbs

One way to explain English-speaking children’s differing performance by specific verb

on long verbal passives is a very direct one: Children hear some verbs in the passive form

more than others, and so perform better on the verbs they hear more frequently in the

passive. As we’ve seen so far in this section, English-speaking children and adults rarely

produce long verbal passives (e.g., Crain and Fodor, 1989). Furthermore, it has been pro-

posed that the verbs that adults produce in the passive may be limited in their semantic
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range. As noted by Maratsos et al. (1985) in their informal study of child-directed speech,

while there were passives of ACTIONAL verbs, there were no instances in which adult

caregivers produced passives of SUBJECT-EXPERIENCER verbs (e.g., hate, love, forget). It is

these verbs that children have the most difficulty in comprehending in the passive in their

studies. So, children’s passive performance by verb could simply be a direct reflection of

the frequency of passives of particular verbs in the linguistic input. I will refer to an ac-

count where there is a direct relationship between the frequency of individual passive

verbs in the input and children’s acquisition of the verbal passive as the “Verb-By-Verb”

account.

Such an account perhaps would assume that the passive is acquired and represented

on individual verbs within the lexicon, which is compatible with linguistic theories that

separate lexical representations for active and passive forms of verbs (Bresnan, 1982; Gaz-

dar et al., 1985; Tomasello, 1992; Ambridge et al., 2011). If children are initially acquir-

ing passives of ACTIONAL verbs that they have previously heard before as passives in

their linguistic input, then we should see greater difficulty with passives of verbs that

they have not heard before as passives, which in this case may be these specific non-

ACTIONAL verbs that children have yet to encounter in their input. Gordon and Chafetz

(1990) conducted a corpus analysis of English child-directed speech and a comprehension

study with English-speaking children in order to test the predictions of such a verb-based

account. They found that verbal passives of non-ACTIONAL verbs were indeed rarely pro-

duced by adult caregivers (as compared to verbal passives of ACTIONAL verbs) and that

children show consistency in their behavior with regards to which verbs they do and

do not comprehend in the passive.47 If individual verb passive frequency (i.e., the fre-

quency of a verb used in the passive) is a core factor driving children’s performance, we

would expect children’s input to be strongly correlated with their behavior. In particular,

47Gordon and Chafetz (1990) noted that while their results are in line with the prediction of a Verb-by-
Verb account, they do not discount the proposal that children are acquiring passives by semantic class rather
than by individual verb (see Section 3.2.2.3).
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we would expect a verb’s passive frequency in the input to be strongly correlated with

children’s performance on that verb: the more passive input there is for a verb, the better

performance should be on that verb.

An alternative hypothesis would be one based not on individual verb passive fre-

quency, but rather simply individual verb frequency. The idea here would be that the

passive is a more difficult structure for children to process and so verbs that are them-

selves easier to access are the ones children perform better on in the passive. That is, the

difficulty is not with the passive structure per se, but rather with deploying knowledge

of the passive in real time for an individual verb (Omaki and Lidz, 2015). So, when a verb

itself is more accessible, that verb will be easier for children to understand in the passive

form. One way that a verb could be more accessible is through exposure to that verb in

the input, in any of its forms (active or passive). Under this view, the more frequent a verb

is in children’s input in any of its forms, the better children’s performance on the passive

should be. I will refer to this hypothesis as the “Overall Verb Frequency” account.

3.2.2.3 Counting Features

We can look beyond individual verbs and see whether there are commonalities between

verbs in the linguistic input that may impact children’s behavior. That is, is there a rela-

tionship between the frequency of a class of verbs and when children acquire that set in

the passive? The motivation for such a class-based hypothesis is that children’s differing

behavior with regards to the passive can often be characterized as an asymmetry based on

the lexical semantics of the verbs (e.g., the ACTIONAL/non-ACTIONAL distinction, Marat-

sos et al. 1985). Additionally, the significance of lexical semantic features is also suggested

by the LEXICAL SEMANTIC PROFILE HYPOTHESIS, which I introduced in Chapter 2. I will

refer to this type of hypothesis as the “Individual Lexical Semantic Features” account. Ac-

cording to this type of account, a possible explanation for why children have no difficulty

with passives of ACTIONAL verbs is that they hear more instances of passives from this
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category in their input compared to passives of non-ACTIONAL verbs. The relatively high

frequency of passives of ACTIONAL verbs in child-directed speech is corroborated by sep-

arate corpus analyses by Maratsos et al. (1985) and Gordon and Chafetz (1990). They both

also found few to no instances of passives of non-ACTIONAL verbs where the Experiencer

is the grammatical subject (i.e., SUBJECT-EXPERIENCER verbs) in children’s input, which is

predicted if children’s behavior on passives is impacted by the frequency of verb classes

heard in the passive.

There are several proposals in the literature as to why a high frequency of passives

of ACTIONAL verbs in the linguistic input may lead to children’s early success with these

verbs. Maratsos et al. (1985) proposed that children may initially hypothesize that pas-

sives are restricted to verbs that are high in “semantic transitivity” such as break and

hit (Hopper and Thompson, 1980).48 Children’s incorrect hypothesis would be further

strengthened by the lack of passives of verbs that are less “semantically transitive” (i.e.,

SUBJECT-EXPERIENCER) in their input. Sudhalter and Braine (1985) proposed that the high

frequency of passives of ACTIONAL verbs leads to early success because the preposition

by can act as a “cue” for children to expect an Agent argument. They argued that because

the external argument in non-ACTIONAL passives is not an Agent (they can be Themes

or Experiencers), there is little consistency for what the preposition by can cue. Without a

consistent cue, children are further delayed in acquiring passives of non-ACTIONAL verbs

due to low frequency in the input. Pinker et al. (1987) suggested that children’s problems

with non-ACTIONAL passives may have been the result of a cautious early generalization

of only allowing passivization for AGENT-PATIENT verbs. In their study, English-speaking

children were taught novel (i.e., nonce) verbs, and they were more likely to produce pas-

sives of verbs that were taught to them in the passive voice than verbs that were taught

in the active voice (and thus required children to make a generalization of how passiviz-

48In a spirit similar to the lexical semantic profiles introduced in Chapter 2, “semantic transitivity” sep-
arates verbs based on a collection of properties relating to the ANIMACY, DEFINITENESS, VOLITIONALITY,
and AFFECTEDNESS of the verbs’ arguments (Hopper and Thompson, 1980).
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able a verb should be based on the lexical meaning of the verb in the active voice). This

tendency in children’s behavior occurred regardless of the lexical meaning of the verb,

suggesting that children are strongly impacted by positive evidence of hearing a verb

used in the passive. 49

What is notable about the accounts that I have described in this section is that most of

them were trying to account for the ACTIONAL/non-ACTIONAL distinction in children’s

behavior observed by Maratsos et al. (1985). Thus, the explanations are often couched

in terms of a dichotomy between children’s early success with ACTIONAL verbs and dif-

ficulty with non-ACTIONAL verbs. Furthermore, while these accounts attempt to relate

children’s behavioral pattern with the relative frequency either by verb or lexical semantic

feature, there is often little discussion as to how children can eventually learn the passive

of non-ACTIONAL verbs from their input. For example, if the low frequency of passives

of non-ACTIONAL verbs and the inconsistency of using the preposition by as a thematic-

role cue impedes children’s acquisition (Sudhalter and Braine, 1985), how does successful

acquisition occur given children’s input?

In light of a finer-grained characterization of children’s passive lexical verb asymme-

try (beyond ACTIONALITY) which I motivated in the previous chapter, two main ques-

tions arise with regards to the relationship between children’s linguistic input and their

behavior on verbal passives: (i) is there a relationship between the frequency of verbs

and children’s behavior; and (ii) if not, is there a relationship between the distribution of

lexical semantic features in the input and the developmental trajectory that we observe

for children’s behavior? I provide answers to these two questions by conducting a corpus

analysis of English child-directed speech, which I will now turn to in the next section.

49Although the results of Pinker et al.’s (1987) study provide evidence for a Verb-by-Verb account, their
proposal for children’s acquisition seems to favor a mixture of verb- and class-based explanations (e.g.,
children initially allowing passivization of only AGENT-PATIENT verbs).
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3.3 Corpus Analysis of Children’s Linguistic Input

The purpose of this corpus analysis is to characterize the linguistic landscape of children’s

learning environment by examining the distribution of verbs used in both the active and

passive voice in child-directed speech. I will assess the quantity of input by analyzing

both the individual verb frequency as well as the distribution of previously proposed

lexical semantic features. Additionally, I will examine the quantity of input by calculating

both the type and token frequencies of these verbs and lexical semantic features that are

used in the active and passive voice. In doing so, my goal is to evaluate whether there is

a relationship between the quality and quantity of input and the lexical verb asymmetry

that is observed in children’s behavior for the English verbal passive.

3.3.1 Selected Corpora for Analysis

I examined child-directed speech utterances in the CHILDES Treebank (Version January

2016; MacWhinney, 2000; Pearl and Sprouse, 2013) across two corpora: the Brown corpus

(Brown, 1973) (including the Adam, Eve, and Sarah subcorpora) and the Valian corpus

(Valian, 1991). This corpus analysis yielded 113,024 child-directed speech utterances di-

rected at children ages 1;06-5;01. Details of the selected corpora can be found in Table 3.1

below.

Table 3.1: Summary of corpora used, including the total number of child-directed speech
(CDS) utterances extracted for analysis.

Corpus File Name
in CHILDES
Treebank

Number of
children

Age range of
children

Number of CDS
utterances

Brown (1973)
brown-
adam.parsed

1 2;3-4;10 26,280

brown-
eve.parsed

1 1;6-2;3 14,246

brown-
sarah.parsed

1 2;3-5;1 46,947

Valian (1991) valian.parsed 21 1;9-2;8 25,551
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The CHILDES Treebank is composed of multiple English corpora where the child-

directed speech have been automatically parsed (and additionally hand-checked) for their

basic phrase structure trees (Pearl and Sprouse, 2013).50

Using the Tregex search tool for pattern matching based on phrase structure trees

(Levy and Andrew, 2006), all child-directed utterances that have been marked for the

passive were extracted using the “\pass" command. All utterances that were not identi-

fied as passives by this command were considered to be utterances in the active voice and

were extracted into a separate file. Because these utterances were annotated for their basic

phrase structures including the syntactic categories of each word, individual verb tokens

from active and passive utterances were extracted using regular expressions. Verbs were

lemmatized (or stripped of extraneous morphological inflections), allowing types and to-

kens to be counted for verbs used in the active and passive utterances.

3.3.2 Frequency of Passives

Of the 113,024 child-direct speech utterances, the procedure for verb extraction across

active and passive utterances yielded a total 62,784 verb tokens from 747 verbs with 73%

of these verbs being passivizable. For this analysis, I considered a verb passivizable if it

(i) has a transitive form and, (ii) can take the passive form, such as break (I broke it/It was

broken). This notably excludes intransitive verbs that can appear in the pseudo-passive like

laugh (It was laughed at).51 Syntactically speaking, passivizable verbs allow for an active or

a passive utterance to describe the same event. But despite the abundant opportunities

for using a passive construction given the high frequency of passivizable verbs, only 361

tokens of 119 verbs were actually used in the passive, which accounts for only 0.5% of the

50The CHILDES Treebank also includes annotations for trace labels, animacy, and thematic-role relations,
though this information was not used for the present analysis.

51As we will see in Section 3.3.3.2, while these pseudopassives were not included in the calculation of
passivizable verbs, they are included in the calculation of verbs that appear in the passive in child-direction
speech.
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total verb tokens.52 This in line with previous research showing passives to be infrequent

in child-directed speech (e.g., Gordon and Chafetz 1990, see Section 3.2.2.2).

3.3.3 Examining the Developmental Trajectory of children’s Passives

In the synthesis of experimental studies discussed in Chapter 2, which summarized (i) the

verbs used as stimuli and (ii) English-speaking children’s performance on long passives

for those verbs at different ages for twelve experimental studies, I determined an “age of

acquisition” (AoA) for 30 verbs (i.e., the age when children begin performing significantly

above chance) (see Chapter 2 for more details of this synthesis of experimental studies).

Table 3.2 details these 30 verbs along with their proposed AoA. Since we have experimen-

tal evidence of when children understand these verbs in the long passive, we will evaluate

the predictions of our frequency-based hypotheses against the developmental trajectory

formed by these 30 verbs.

Table 3.2: AoA of verbs from the synthesis of experimental studies, representing an AoA
by 3 years old (3yr), between 3 and 4 years old (3-4yr), between 4 and 5 years old (4-5yr),
and 5 years old (5yr).

AoA Verbs
3yr carry, drop, eat, hold, hug, kick, kiss, push, shake, wash
3-4yr annoy, chase, frighten, hit, pat, pull, scare, shock, squash, sur-

prise, upset
4-5yr find, fix, forget, paint, spot
5yr hate, like, love, remember

3.3.3.1 Individual Verb Frequency

Looking at the frequency of the 30 verbs in Table 3.2, there were 4143 tokens of 27 verbs

in the sample of child-directed speech. Table 3.3 shows the individual verb frequency and

the frequency of the passive use of all 30 AoA verbs. Notably, the passive form of these

52There may be additional pragmatic reasons for why adults are more reluctant to use the passive, so the
opportunities to use passives felicitously may not be so abundant.
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verbs was rarely produced for 12 of these 30 verbs (only 25 passive instances of these 12

verbs total) and 0 instances of the passive for the remaining 18 verbs.

Table 3.3: Individual verb frequencies for the 30 verbs in children’s input that had an ob-
served age of acquisition (AoA), sorted by the frequency of their passive use in children’s
input.

AoA Verb Adult verb freq Adult pass freq
4-5 fix 215 6
3 wash 99 3

3-4 squash 6 3
3-4 scare 12 2
5 love 114 2
3 eat 654 2
3 kiss 31 2
3 hug 13 1
3 push 195 1

3-4 hit 198 1
3-4 surprise 11 1
4-5 paint 43 1
3 carry 41 0
3 drop 120 0
3 hold 234 0
3 kick 34 0
3 shake 29 0

3-4 chase 26 0
3-4 pat 4 0
3-4 pull 196 0
3-4 annoy 0 0
3-4 frighten 19 0
3-4 shock 0 0
3-4 upset 0 0
4-5 find 357 0
4-5 forget 67 0
4-5 spot 0 0
5 hate 15 0
5 like 1150 0
5 remember 290 0

Despite the infrequent use of passives in child-directed speech, we can still try to eval-

uate the predictions of verb-based hypotheses and see whether there is a correlation be-

tween the frequency of these verbs and children’s behavior on the passive. Specifically,
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we can look to see whether the predictions of the Verb-By-Verb and Overall Verb Fre-

quency accounts are borne out in the data. If either individual verb frequency or passive

frequency in the input drive children’s AoA for the English verbal passive, we might pre-

dict a negative correlation between these frequency factors and AoA such that as the fre-

quency of these verbs (as used in either the active or the passive voice) decreases, it would

take children longer to acquire that verb in the verbal passive (and thus a later AoA would

be observed).

When we plot AoA on the x-axis and the frequencies of the 30 verbs on the y-axis (see

Table 3.3), Figures 3.1 and 3.2 emerge, which compare both passive use frequency and

individual verb frequency against observed AoA for the 30 verbs from the synthesis of ex-

perimental studies, respectively. As can be readily seen from Table 3.3 and Figures 3.1 and

3.2, there is very little direct relationship between individual verb frequency (r = 0.29)53

or individual verb passive frequency (r = 0.02) and observed AoA. Moreover, within each

AoA group of verbs, there is variation in input frequency for both individual verb use and

passive use.

The predictions of the Verb-By-Verb and Overall Verb Frequency accounts are not

borne out in these findings. While it is true that these instances of verbs used in the

passive are indeed quite infrequent (with six passives of the verb fix being the most),

the Verb-By-Verb account would still make the prediction that having heard the verb in

the passive is strong enough evidence that the verb is passivizable. On the other hand,

the Overall Verb Frequency account would predict verbs with earlier AoAs to be highly

frequent in the input. However, the lack of correlation between a verb’s frequency and

its AoA for both passive use and overall suggests that accounts based on individual verb

frequency may not explain children’s lexical verb asymmetry with the verbal passive.

At the moment, the predictions of frequency-based accounts that count individual

verbs are not supported by the current corpus analysis. We can now turn to the Individ-

53Notably, eat and like are outliers for verb frequency. When we remove these verbs from the analysis, we
find even lower correlation (r = 0.25).
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Figure 3.1: Age of acquisition (AoA) by
passive use frequency. Figure 3.2: Age of acquisition (AoA) by

individual verb frequency

ual Lexical Semantic Features account to see whether there is a relationship between the

frequency of lexical semantic features and a verb’s AoA.

3.3.3.2 Distribution of Lexical Semantic Features

There are seven lexical semantic features that have been proposed in the literature to

potentially affect children’s performance on the verbal passive: ACTIONAL, STATIVE, VO-

LITIONAL, AFFECTED, and the thematic-role relations (Maratsos et al., 1985; Pinker et al.,

1987; Messenger et al., 2012; Liter et al., 2015; Nguyen, 2015). A verb can be defined as

(not) having a particular feature according to diagnostic tests or “signals” provided by

the researchers who originally proposed this feature as shown in Table 2.4 and discussed

extensively in Chapter 2.

According to the Individual Lexical Semantic Features account, the passive lexical verb

asymmetry that we observe in children’s behavior can be explained by the frequency of

these individual features in the linguistic input (see Section 3.2.2.3). For example, chil-
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dren’s difficulty with passives of SUBJECT-EXPERIENCER verbs may be due to not hearing

any instances of SUBJECT-EXPERIENCER passives in the input (Maratsos et al., 1985). Thus,

in terms of input frequency and a verb’s AoA, the Individual Lexical Semantic Features

account would predict a negative correlation such that the more frequently a lexical se-

mantic feature is used in the passive voice, the earlier (i.e. lower in number) the AoA is

predicted to be for that verb.

In order to assess the distribution of lexical features in child-directed speech, the

verbs that have been extracted from the CHILDES Treebank corpus analysis need to be

annotated for their lexical features (e.g., marked for whether they are +ACTIONAL or

–ACTIONAL). When these verbs have been associated with a particular lexical semantic

“profile” — the collection of lexical features for that verb — we can then calculate the fre-

quency of these lexical features that appear in the active and passive voice in our corpus

of child-directed speech.

Addition of TRANSITIVITY. For this analysis, I also annotated verbs for an additional

lexical feature, that of TRANSITIVITY, such that a verb is +TRANSITIVE if it selects for

an internal argument (i.e., a direct object) like the verb kick (e.g., I kicked the ball) and

–TRANSITIVE if it does not have an internal argument like the verb laughed (e.g., I laughed

the ball). Although this is not a feature that has been proposed to impact children’s ac-

quisition of the verbal passive, being a +TRANSITIVE verb is part of the core definition

of the passive in English as it involves the promotion of the internal argument to subject

position (Levin, 1993). Thus, TRANSITIVITY is a feature that is implicitly included in all

discussions about lexical features and the passive. For example, discussions of the impact

of ACTIONALITY on children’s acquisition of the verbal passive can be similarly described

as the impact of [ACTIONALITY & TRANSITIVITY]. Because we do not yet know exactly

what kind of lexical semantic evidence children are harnessing from their input in or-

der to learn about the verbal passive, it would be useful for us to include TRANSITIVITY
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in our annotations of verbs that are produced in child-directed speech. I will return to

discussions about the necessity of the TRANSITIVITY feature for children’s acquisition in

Chapter 5.

Lexical Semantic Feature Annotations. Each verb was annotated for their lexical fea-

tures according to the signals and example annotations shown in Table 2.4 and 2.7 in-

troduced in Chapter 2. Thus, every verb will have a lexical semantic profile of these

annotations. For example, the lexical semantic profile of fix will be a collection of eight

lexical features [+ACTIONAL, –STATIVE, –VOLITIONAL, –OBJ-EXP, –SUBJ-EXP, +AGT-PAT,

+TRANSITIVE]. These annotations were done manually using my native English judg-

ments.

Frequency of Lexical Features. From the corpus analysis of 113,024 child-directed utter-

ances, 62,784 verb tokens of 742 verb types were extracted and subsequently annotated for

their lexical semantic profile. Table 3.4 summarizes the frequency of these lexical features

used overall as well as in the active and passive voice in children’s linguistic input. The

annotations of these 742 verb types reveal 36 unique lexical profiles. Of the 361 passive

utterances in child-directed speech, there were 116 verb types from 11 unique lexical pro-

files. See Appendix A.2 for a list of all 742 verb types that were extracted from the corpus

analysis of child-directed speech.

Frequency of ACTIONALITY. For the ACTIONALITY feature proposed by Maratsos et al.

(1985), the Individual Lexical Semantic Features account would predict that children’s

early success on +ACTIONAL passives would be correlated with higher frequency counts

of +ACTIONAL verbs (like eat) used in the passive in the linguistic input. When exam-

ining verb tokens, this prediction seems indeed to be borne out. Out of 361 passive to-

kens, 342 (95%) utterances were used with +ACTIONAL verbs which leaves only 19 (5%)

passive utterances used with –ACTIONAL verbs (like remember). This high frequency of
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Table 3.4: Distribution (in raw counts) of lexical features from child-directed speech, in-
cluding frequencies of passive, active, and overall use.

Overall Frequency Passive Use Frequency Active Use Frequency
Feature Type (out

of 742)
Token
(out of
62,784)

Type (out
of 116)

Token
(out of
361)

Type (out
of 626)

Token
(out of
62,423)

ACTIONAL 668 45,689 109 342 666 45,347
AFFECTED 429 27,161 100 308 431 26,853
STATIVE 66 13,908 8 10 66 13,898
VOLITIONAL 584 46,546 108 342 589 46,204
AGT-PAT 499 32,545 103 332 500 32,213
OBJ-EXP 20 335 6 15 17 320
SUBJ-EXP 32 12,468 3 4 35 12,464
TRANSITIVE 556 49,318 111 349 556 45,347

+ACTIONAL verbs in the passive is also seen in the verb types used in these child-directed

utterances. Specifically, of the 116 verb types used in the passive, 109 (94%) verb types

were +ACTIONAL verbs and 7 (6%) verb types were –ACTIONAL verbs.

Frequency of AFFECTEDNESS. For the AFFECTEDNESS feature proposed by Pinker et al.

(1987), the Individual Lexical Semantic Features account would predict that children’s

early success on +AFFECTED passives would be correlated with higher frequency counts

of +AFFECTED verbs (like break) used in the passive in the linguistic input. When examin-

ing verb tokens, this prediction seems indeed to be the case. Out of 361 passive tokens, 308

(85%) utterances were used with +AFFECTED verbs which leaves only 53 (15%) passive ut-

terances used with –AFFECTED verbs (like spot). This high frequency of +AFFECTED verbs

in the passive is also seen in the verb types used in these child-directed utterances. Specif-

ically, of the 116 verb types used in the passive, 100 (86%) verb types were +AFFECTED

verbs and 16 (14%) verb types were –AFFECTED verbs.

Frequency of STATIVITY & VOLITIONALITY. Liter et al. (2015) proposed that children’s

behavior on verbal passives is impacted by verbs from a combination of STATIVITY and

VOLITIONALITY. Specifically, under the Individual Lexical Semantic Features account,
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they would predict that [-STATIVE, +VOLITIONAL] verbs (like carry) are more frequent

than [-STATIVE, –VOLITIONAL] verbs (like spot) and [+STATIVE, –VOLITIONAL] verbs (like

love) are less frequent than [-STATIVE, –VOLITIONAL] verbs. Out of 361 passive tokens,

335 (93%) utterances were used with [-STATIVE, +VOLITIONAL] verbs and 16 (4%) utter-

ances were used with [-STATIVE, –VOLITIONAL] verbs, which leaves only 3 (0.08%) passive

utterances used with [+STATIVE, –VOLITIONAL] verbs. These feature frequency rates can

also be seen in the verb types used in these child-directed utterances. Specifically, of the

116 verb types used in the passive, 102 (88%) verb types were [-STATIVE, +VOLITIONAL]

verbs, 8 (0.07%) verb types were [-STATIVE, –VOLITIONAL], and 3 (0.03%) verb types were

[+STATIVE, –VOLITIONAL] verbs. As mentioned before, Liter et al. (2015) do not make ref-

erence to a fourth potential type of verb, that of [+STATIVE, +VOLITIONAL] verbs (like

frighten). In the corpus sample, child-directed utterances in the passive are composed of 7

(0.02%) verb tokens of 6 (0.05%) verb types.

Frequency of Thematic-Role Relations. Messenger et al. (2012) proposed that children’s

behavior on verbal passives is impacted by the thematic-role relations of the verbs used

such that children are proposed to succeed on passives of +AGENT-PATIENT and +OBJECT-

EXPERIENCER verbs before passives of +SUBJECT-EXPERIENCER verbs. The Individual Lex-

ical Semantic Features account would predict that child-directed speech would have a

higher frequency of +AGENT-PATIENT and +OBJECT-EXPERIENCER verbs used in the pas-

sive than +SUBJECT-EXPERIENCER verbs. Given that Messenger et al. (2012) found compa-

rable performances on passives of +AGENT-PATIENT and +OBJECT-EXPERIENCER verbs in

young children, the Individual Lexical Semantic Features account would additionally pre-

dict comparable rates of these features used in the passive in the corpus sample. Out of 361

passive tokens, 332 (92%) utterances were used with +AGENT-PATIENT verbs and 15 (4%)

utterances were used with +OBJECT-EXPERIENCER verbs, which leaves only 4 (1%) passive

utterances used with +SUBJECT-EXPERIENCER verbs. The frequency rates of these features
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can also be seen in the verb types used in these child-directed utterances. Specifically, of

the 116 verb types used in the passive, 103 (89%) verb types were +AGENT-PATIENT verbs,

6 (5%) verb types were +OBJECT-EXPERIENCER, and 3 (3%) verb types were +SUBJECT-

EXPERIENCER verbs.

Frequency of TRANSITIVITY. As previously noted, although no specific proposal has

put forth TRANSITIVITY as a lexical feature that is predicted to impact children’s behav-

ior on the verbal passive, it is nonetheless part of the core definition of a passivizable

verb (Levin, 1993). When all of the verbs that appear in the passive in child-directed

speech were annotated for TRANSITIVITY, 349 (97%) tokens of 111 (96%) verb types were

+TRANSITIVE. This suggests that there were 12 (3%) tokens of 5 (4%) verb types that

were –TRANSITIVE. But because –TRANSITIVE verbs should not allow for passivization,

I checked the passive utterances that contained these –TRANSITIVE verbs. An example

utterance for each of the five –TRANSITIVE verb types is shown in (3.2)-(3.6). These utter-

ances do not appear to be verbal passives (as defined in Chapter 2) because either (i) the

verbs are unaccusative verbs as in the case of (3.2) and (3.3), (ii) these –TRANSITIVE verbs

form a pseudo-passive with the addition of a post-verbal preposition as in (3.4) and (3.5),

or (iii) the utterance is ungrammatical as in (3.6).

(3.2) “It must have come from another one.”

(3.3) “No, you were born in Boston.”

(3.4) “. . . did you get stepped on?”

(3.5) “. . . that we don’t get run over by cars.”

(3.6) “You’re going to be slipped.”

Interim Discussion. Table 3.5 and Table 3.6 summarize the distribution in percentages

of the eight lexical features of interest in the passive utterances in child-directed speech.
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Under the Individual Lexical Semantic Features account, the passives that children suc-

ceed on the earliest are predicted to be ones with verbs of lexical features that are more fre-

quency in the linguistic input. For example, children succeed on passives of +ACTIONAL

verbs because they hear more passives of that type of verb in their input. (This is marked

by 94% under the + Feature Value column in Table 3.6.) For each of the proposals that has

put forth a lexical feature that could impact children’s behavior, the predictions under

this account for children’s early success seem to borne out: +ACTIONAL verbs are indeed

more frequent in the passive (Maratsos et al., 1985), but so are +AFFECTED verbs (Pinker

et al., 1987), [-STATIVE, +VOLITIONAL] verbs (Liter et al., 2015), and +AGENT-PATIENT

verbs (Messenger et al., 2012).

Table 3.5: Distribution (represented as proportions) of lexical features in child-directed
passive utterances for verb type (out of 116).

Feature Value + —
ACTIONAL .94 .06
AFFECTED .86 .14

STATIVE .07 .093
VOLITIONAL .93 .07

AGT-PAT .89 .11
OBJ-EXP .05 .95
SUBJ-EXP .03 .97

TRANS .96 .04

Table 3.6: Distribution (represented as proportions) of lexical features in child-directed
passive utterances for verb token (out of 361).

Feature Value + —
ACTIONAL .95 .05
AFFECTED .85 .15

STATIVE .03 .97
VOLITIONAL .95 .05

AGT-PAT .92 .08
OBJ-EXP .04 .96
SUBJ-EXP .01 .99

TRANS .97 .03

One important finding of this corpus analysis is that while Eventive verbs (broadly
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speaking in order to encompass the verbs mentioned previously) are more frequent in

the passive in child-directed speech and thus may explain children’s earlier success on

those verbs in the passive, children’s comparably early success on +OBJECT-EXPERIENCER

verbs, as observed by Messenger et al. (2012), cannot be accounted for by the corpus anal-

ysis. Passive utterances of +OBJECT-EXPERIENCER verbs are similarly as infrequent in the

linguistic input as passives of +SUBJECT-EXPERIENCER verbs. The low frequency of these

two types of verbs would be predicted by the Individual Lexical Semantic Features ac-

count to mean that children should have difficulty with passives of these verbs. While

this is the case for +SUBJECT-EXPERIENCER verbs, Messenger et al. (2012) found early suc-

cess for +OBJECT-EXPERIENCER verbs in young children.

So far in this section, I have treated these eight lexical features as relatively indepen-

dent from each other (with the exception of STATIVITY and VOLITIONALITY) in order to

assess the predictions of the separate proposals from previous literature. In the next sec-

tion, I will examine whether there is a relationship between children’s behavior on the

verbal passive and the frequency of combinations (which I refer to as a verb’s “profile”)

of these lexical features.

3.3.3.3 Frequency of Derived Lexical Semantic Profiles

Five Lexical Semantic Profiles. As observed from the synthesis of experimental studies

discussed in Chapter 2, the lexical features of the 30 verbs that have an AoA for the passive

(Table 3.2) form five distinct lexical semantic profiles. As discussed in Chapter 2, these five

profiles span across the four different AoAs observed from the synthesis of experimental

studies of children’s performance on the verbal passive and are named after the order in

which these profiles were identified. There is some predictive power in the labels in that

the lexical semantic profile hypothesis would predict profiles with a smaller number to

be acquired earlier than profiles would a higher number. So when comparing Profiles 1

and 3, we would predict Profile 1 to be earlier, likewise would not predict Profile 3 to be
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earlier. Table 2.10, which shows these five lexical semantic profiles, is repeated below as

Table 3.7.

Table 3.7: Lexical semantic profiles comprised of the seven lexical semantic features for
example verbs with different experimentally observed ages of acquisition (AoA).

AoA
3yrs 3-4yrs 4-5yrs 5yrs
carry chase annoy fix find forget hate

Profile 1 1 2 1 3 4 5
ACTIONAL 1 1 0 1 1 0 0
STATIVE 0 0 1 0 0 0 1
VOLITIONAL 1 1 1 1 0 0 0
AFFECTED 1 1 1 1 0 0 0
OBJ-EXP 0 0 1 0 0 0 0
SUBJ-EXP 0 0 0 0 0 1 1
AGT-PAT 1 1 0 1 1 0 0

Frequency of Profiles in Child-Directed Speech. Because these five lexical semantic

profiles are ordered in Table 3.7 according to their AoA, we can examine whether there is

a relationship between the frequency of these lexical profiles in the linguistic input and

their AoA. I will refer to this hypothesis as the "Frequency of Lexical Profiles" account. In

particular, the Frequency of Lexical Profiles account would predict that Profiles that have

earlier AoAs would be more frequent in child-directed speech than Profiles that have later

AoAs. Out of 361 passive tokens, 287 (80%) utterances were used with Profile 1 verbs, 6

(2%) utterances were used with Profile 2 verbs, and 3 (0.08%) passive utterances used

with Profile 5 verbs. The frequency rates of these profiles can also be seen in the verb

types used in these child-directed utterances. Specifically, of the 116 verb types used in

the passive, 89 (77%) verb types were Profile 1 verbs, 5 (4%) verb types were from Profile

2, and 2 (2%) verb types were Profile 5 verbs. There were no instances where Profile 3 and

Profile 4 verbs were used in the passive.

It seems to be the case that the passive utterances produced by adult caregivers are

heavily skewed towards Profile 1 verbs. As verbs from this profile have the earliest re-
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Table 3.8: Distribution (in raw counts) of lexical semantic profiles from child-directed
speech, including frequencies of overall, passive, and active use.

Overall Frequency Passive Use Frequency Active Use Frequency
Profile Type (out

of 742)
Token (out
of 62,784)

Type (out
of 116)

Token (out
of 361)

Type (out
of 626)

Token (out
of 62,423)

1 393 26,076 89 287 388 25,781
2 10 72 5 6 9 66
3 18 769 0 0 18 769
4 9 2,841 0 0 9 2,841
5 20 9,284 2 3 20 9,281

ported AoA (3yr), the high frequency of passives from this Profile 1 is in line with the

predictions of the Frequency of Lexical Profiles account. But again, passives of Profile 2

verbs have been found to be comparably easy for young children (with an AoA of 3-4

years) as compared to passives of Profile 5 verbs (with an AoA of 5 years) (Messenger

et al., 2012). And yet, the frequency rates of these two profiles are almost equally rare

in the linguistic input. A Lexical Semantics account which proposes a direct relationship

between input and children’s behavior would predict Profile 2 to be difficult for young

children given its low frequency rates, which is not the case here.

Table 3.9: Distribution (represented as proportions) of lexical semantic profiles in child-
directed passive utterances for verb type (out of 116) including earliest reported age of
acquisition (AoA).

Profile AoA Percentage
1 3yr .78
2 3-4yr .04
3 4-5yr .0
4 4-5yr .0
5 5yr .02

3.3.3.4 Frequency Over Time

The corpus analysis so far is aggregated over all utterances from an age range of 1;06-

5;01. I have found that child-directed passive use is heavily skewed towards the passives

of verbs which children are predicted to acquire earliest. However, the current analysis
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Table 3.10: Distribution (represented as proportions) of lexical semantic profiles in child-
directed passive utterances for verb token (out of 361) including earliest reported age of
acquisition (AoA).

Profile AoA Percentage
1 3yr .80
2 3-4yr .02
3 4-5yr .0
4 4-5yr .0
5 5yr .008

cannot explain why young children may have more difficulty with passives of some verbs

over others when the frequency rates are comparably low in the linguistic input, as is the

case for verbs like frighten and love. But because we are investigating whether the linguistic

input can predict the developmental trajectory that is observed for children’s behavior, it

is worth examining whether there is a qualitative difference in children’s linguistic input

over time such that children are exposed to passives of certain types of verbs at different

developmental periods.

One prediction may be that although +OBJECT-EXPERIENCER and +SUBJECT-EXPE-

RIENCER verbs are similarly infrequent in the input, there is a higher rate of +OBJECT-

EXPERIENCER verbs early on in children’s development which serves as “enough” evi-

dence for children to be able to succeed on passives of those verbs as opposed to +SUB-

JECT-EXPERIENCER verbs, which children may not encounter in the passive until later on

in development in their input. In order to investigate such predictions, the corpus analysis

needs to be divided up into sub-corpora based on the developmental ages of the children.

We can divide the child-directed speech into three sub-corpora based on the age range

of the children: (1) a current corpus which contains speech directed at children 1;06-5;01,

which I will refer to as “up to 5yr”; (2) a corpus of speech directed at children 1;06-4;00

(“up to 4yr”); (3) a corpus of speech directed at children 1;06-3;00 (“up to 3yr”). The cor-

pus that is up to 3yr is a proper subset of the utterances contained in the corpus that is

up to 4yr which is in turn a proper subset of the corpus that is up to 5yr. Table 3.11 -
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Table 3.16 summarizes the distribution of the eight lexical features that appear in passive

utterances in child-directed speech for verb types and tokens for speech up to 5yr (Table

3.11 - Table 3.12, which is a repetition of Table 3.5 and Table 3.6), up to 4yr (3.13 - Table

3.14), and up to 3yr (3.15 - Table 3.16).

The distribution of lexical features that is observed for all child-directed passive ut-

terances in the corpus that is up to 5yr (Table 3.11 - Table 3.12) is stable across speech

to younger children (Table 3.13 - Table 3.16) for both verb types and tokens. Taking the

distribution of the lexical features based on thematic-role relations as an example, we see

that passive utterances directed at children are heavily skewed towards +AGENT-PATIENT

verbs (above 80%) while +OBJECT-EXPERIENCER and +SUBJECT-EXPERIENCER verbs re-

main similarly infrequent in the passive (around 5% or less). There is little fluctuation in

these featural distributions in the linguistic input across development.

Table 3.11: Distribution (represented as proportions) of lexical features in child-directed
passive utterances for verb type (out of 116).

Feature Value + —
ACTIONAL .94 .06
AFFECTED .86 .14

STATIVE .07 .93
VOLITIONAL .93 .07

AGT-PAT .89 .11
OBJ-EXP .05 .95
SUBJ-EXP .03 .97

TRANS .96 .04

3.4 Discussion

In a corpus analysis of English child-directed speech to children, I examined verbs that

were produced in the active and passive voice. Under a hypothesis that there is a direct

relationship, or more specifically a negative correlation, between passive utterances in

child-directed speech and the lexical verb asymmetry observed in children’s behavior, I

found that children’s early success on passives of some verbs (e.g., +ACTIONAL verbs)
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Table 3.12: Distribution (represented as proportions) of lexical features in child-directed
passive utterances for verb token (out of 361).

Feature Value + —
ACTIONAL .95 .05
AFFECTED .85 .15

STATIVE .03 .97
VOLITIONAL .95 .05

AGT-PAT .92 .08
OBJ-EXP .04 .96
SUBJ-EXP .01 .99

TRANS .97 .03

Table 3.13: Distribution (represented as proportions) of lexical features in child-directed
passive utterances for verb type up to 4yr.

Feature Value + —
ACTIONAL .83 .17
AFFECTED .85 .15

STATIVE .07 .93
VOLITIONAL .90 .10

AGT-PAT .83 .17
OBJ-EXP .06 .94
SUBJ-EXP .05 .95

TRANS .96 .04

Table 3.14: Distribution (represented as proportions) of lexical features in child-directed
passive utterances for verb token up to 4yr.

Feature Value + —
ACTIONAL .91 .09
AFFECTED .92 .08

STATIVE .03 .97
VOLITIONAL .96 .04

AGT-PAT .91 .09
OBJ-EXP .04 .96
SUBJ-EXP .02 .98

TRANS .99 .01

could be explained by a higher frequency of the passive use of those verbs. This sug-

gests that children are utilizing their linguistic input to learn that these verbs allow pas-

sivization in English. One major finding of this corpus analysis is that input frequency

was only relevant when the corpus was examined through the lens of lexical features
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Table 3.15: Distribution (represented as proportions) of lexical features in child-directed
passive utterances for verb type up to 3yr.

Feature Value + —
ACTIONAL .78 .22
AFFECTED .87 .13

STATIVE .10 .90
VOLITIONAL .89 .11

AGT-PAT .82 .18
OBJ-EXP .09 .91
SUBJ-EXP .04 .96

TRANS .97 .03

Table 3.16: Distribution (represented as proportions) of lexical features in child-directed
passive utterances for verb token up to 3yr.

Feature Value + —
ACTIONAL .88 .12
AFFECTED .94 .06

STATIVE .06 .94
VOLITIONAL .96 .04

AGT-PAT .89 .11
OBJ-EXP .07 .93
SUBJ-EXP .02 .98

TRANS .99 .01

rather than the individual verbs themselves. This suggests that the quality of evidence

that may be useful for children’s acquisition of the passive is the distribution of lexical

features in the input rather than individual verbs or the overall frequency of passive ut-

terances. However, children’s early success on passives of +OBJECT-EXPERIENCER verbs

cannot be accounted for by the input frequency of this (or any other) lexical feature; pas-

sives of +OBJECT-EXPERIENCER verbs are similarly as infrequent as passives of +SUBJECT-

EXPERIENCER verbs which are delayed in children.

Another major finding of this investigation is that the linguistic input to children is

stable and relatively consistent over time especially with regards to the low frequency be-

tween passives of certain verbs (e.g., +OBJECT-EXPERIENCER verbs) that have been shown

to be acquired early in children. If it is the case that children do indeed have the knowl-
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edge of these verbs in the passive early, low input frequency of these verbs would suggest

that children are not dependent on their linguistic input to learn that these verbs do allow

passivization. To reconcile these findings of children seemingly utilizing their linguistic

input in unequal ways, I propose that there are developmental changes to how children

are harnessing their input for successful language acquisition. In other words, rather than

making use of all of the evidence for passives available to them in the linguistic input,

children may be only utilizing a subset of the input, i.e., their intake, and this intake of

the input may vary developmentally. We can refer to this sub-setting of the input that is

actually harnessed by children as the intake. So, while the quantity and quality of the

evidence can remain the same for children’s input, the actual evidence that children are

making use of changes depending on children’s intake.

At present, we have a good idea of what the input looks like for children in terms

of the quality and quantity of verbs used in the passive and active voice, but there still

remains a question of what children’s intake looks like. As mentioned in Section 3.1.2,

it does not quite matter how much children are exposed to the passive in their input; if

they are unable (for whatever reason) to harness this information, they are effectively in

an impoverished learning environment and must rely on different means to succeed at

the learning task. In Chapter 5, I will further discuss how differences in English-speaking

children’s intake of the child-directed speech can change over time and may result in

differences in children’s development of the verbal passive.

Gordon and Chafetz (1990) provide a discussion on experimental ways in which we

may test hypotheses of the impact that the quality and quantity of input may have on

children’s acquisition. Either we can overwhelm or “saturate” children with a certain

kind of input or we can limit or “deprive” children of a certain kind of input. In par-

ticular, for cases of saturation, we can test whether young children can succeed on pas-

sives of –ACTIONAL verbs early if they are exposed to more linguistic input of passives

of that type. Indeed De Villiers (1984) reported comparable performance between pas-
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sives of +ACTIONAL and –ACTIONAL verbs when young children were trained on (in this

case, asked to repeat) passives of –ACTIONAL verbs. Furthermore, in a novel-verb learn-

ing study, Pinker et al. (1987) found children to be just as willing to passivize –ACTIONAL

verbs when these nonce verbs were taught to them in the passive voice. These results sug-

gest certain aspects of the linguistic input can play a key role in children’s behavior with

regards to the verbal passive. For cases of deprivation, we can test whether children allow

passivization of nonce verbs that have only been taught to them in the active voice. The

ability to tightly control the input that is provided to children allows us to test whether

children need positive evidence of a verb used in the passive when learning the verbal

passive. I will return to the discussion in Chapter 6 regarding what we can learn from the

deprivation of linguistic input in this sense when I discuss the novel-verb learning study

that I conducted.

3.5 Summary

In this chapter, I characterized children’s learning environment by assessing the quality

and quantity of linguistic input that is available to English-speaking children. I found that

only some parts of the passive lexical verb asymmetry can be explained by the input fre-

quency of passives but only through the lens of lexical semantic features. Furthermore,

I found that children’s input of the passive is relatively consistent over time, which sug-

gests that the trajectory observed in children’s behavior may be a result of developmental

changes in children’s intake rather than external changes in children’s input. For now, I

will set aside how children might harness (particularly low) input frequency in order to

exhibit the developmental trajectory that we observe in children’s behavior until Chapter

5 when I discuss potential learnability theories of children’s language acquisition. In the

next chapter, I will instead turn my attention to assessing the passive lexical verb asym-

metry and what children’s observable behavior can tell us about their knowledge of the

passive. I will discuss potential gaps in the developmental trajectory that was derived
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from the synthesis of experimental studies as well as discuss a Truth Value Judgment

Task that I conducted to fill in those data gaps.
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4 ∣ Characterizing Children’s

Linguistic Behavior54

4.1 Introduction

For the acquisition of the verbal be-passive in English, children are concerned with two

potential learning problems: (i) what is the structural representation of the passive, and

(ii) which verbs do (not) allow passivization with the verbal be-passive? Because the syn-

tax of the passive as well as the set of verbs that allow passivization are both subject to

cross-linguistic variation, it is conceivable that the development of adult-like knowledge

in these two domains does not occur simultaneously. For example, children could ac-

quire knowledge of the be-passive structure before they figure out which verbs (or verb

classes) allow this structure. However, most studies of children’s acquisition of the pas-

sive have been concerned with investigating children’s structural representation of this

construction and often appeal to the syntax of the passive in Child English in order to

explain non-adult-like behavior observed in children. In other words, delays observed in

children’s linguistic behavior are often viewed as consequences of an immature structural

representation of the verbal passive rather than uncertainty about which verbs allow that

structure.

One particular non-adult-like behavior of interest to researchers is English-speaking

children’s (un-)successful performance on the verbal passive, which seems to be impacted

by the lexical semantics of the verb (Maratsos et al., 1985; Messenger et al., 2012; Liter

54The behavioral study described in this chapter has been presented at the following workshops and
conferences: BUCLD44 and Linguistic Society of America Annual Meeting (LSA Annual Meeting 2020).
Parts of this chapter are based on Nguyen and Pearl (2021). Many thanks to Nicolaus Schrum for lending
his voice as Max Rebo, the silly puppet.
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et al., 2015; Nguyen, 2015), as discussed earlier. For example, Maratsos et al. (1985) ob-

served that younger children perform better on passives with ACTIONAL verbs like hug

(4.1) compared to non-ACTIONAL verbs like love (4.2). This lexical-feature-based differ-

ence in children’s performance on passives is referred to in this dissertation as a lexical

verb asymmetry in children’s development of the English verbal passive.

(4.1) Tom was hugged by Lucy.

(4.2) Tom was loved by Lucy.

Theoretical proposals for why children exhibit this lexical verb asymmetry for the passive

are usually focused on children’s immature knowledge of the passive structure itself and

have ranged from children’s inability to form A-chain dependencies (Borer and Wexler,

1987) to their inability to smuggle the internal argument to the subject position (Snyder

and Hyams, 2015) (see Chapter 2 for a more detailed discussion of these and other propos-

als for children’s acquisition of the verbal passive). These explanations are often couched

in terms of a dichotomy between children’s early success with certain verbs and difficulty

with other verbs (e.g., the +/–ACTIONALITY distinction). However, as shown in Chapter

2, children’s linguistic behavior on the verbal passive can be characterized as a particular

ordering of different classes of verbs based on a combination of lexical features (i.e., pro-

files) that have been proposed in the literature. I refer to this order of acquisition as the

LEXICAL SEMANTIC PROFILE HYPOTHESIS.

Under an assumption that the acquisition of the syntax of the passive and the acqui-

sition of verbs that allow passivization are separate learning problems that do not have

to occur simultaneously, this dissertation examines whether the lexical verb asymmetry

observed in children is due to an incomplete acquisition of the set of passivizable verbs

rather than an immature structural representation of the verbal passive. We can probe

children’s knowledge in this domain by examining children’s observable linguistic be-
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havior particularly in experimental settings. In this chapter, I will test the predictions of

the LEXICAL SEMANTIC PROFILE HYPOTHESIS by examining the lexical verb asymmetry

within the same group of English-speaking children in a Truth Value Judgment Task.

4.1.1 Lexical Semantic Profile Hypothesis

Recall from Chapter 2 that there is a correlation between the lexical semantic profile of

verbs and the age of acquisition (AoA) for their passive use by English-speaking children.

That is, when verbs were sorted based on observed AoA (i.e., the age of significantly

above-chance performance from the synthesis of experimental studies), there was a strik-

ing relationship between the lexical semantic profile of a verb and that verb’s observed

AoA (see Table 2.10 repeated below as Table 4.1). In particular, for the 30 verbs that were

extracted from a synthesis of experimental studies of 12 experimental studies of English-

speaking children’s comprehension of the verbal passive, I observed five lexical semantic

profiles composed of different combinations of seven lexical semantic features that were

derived from the previous literature.55 These profiles suggest a natural developmental

trajectory for the lexical semantic cues that influence children’s ability to interpret long

verbal passives.56

The LEXICAL SEMANTIC PROFILE HYPOTHESIS proposes that these five lexical seman-

tic profiles correspond to five classes of verbs and the developmental trajectory — or, the

order of these profiles according to their observed AoAs — that we see involves children

comprehending successively larger subsets of these five classes (such that three-year-olds

understand the first profile and five-year-olds understand all five). This hypothesis would

predict that children would succeed on the verbs that belong to a particular profile by the

55The numerical labels have some predictive power according to the Lexical Semantic Profile Hypothesis
such that the profiles with a smaller number should be acquired earlier than profiles with a higher number.
So when comparing Profiles 1 and 2, we would predict Profile 1 to be earlier or at the same time as Profile
2 but we would not predict Profile 1 to be later than Profile 2.

56Recall that the ages associated with the predicted developmental trajectory are derived from the syn-
thesis of experimental studies of English-speaking children’s performance discussed in Chapter 2; for our
purposes, these ages serve simply to indicate the relative order that profiles should emerge in.
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Table 4.1: Lexical semantic profiles comprised of the seven lexical features for example
verbs with different experimentally observed ages of acquisition (AoA).

AoA
3yrs 3-4yrs 4-5yrs 5yrs
carry chase annoy fix find forget hate

Profile 1 1 2 1 3 4 5
ACTIONAL 1 1 0 1 1 0 0
STATIVE 0 0 1 0 0 0 1
VOLITIONAL 1 1 1 1 0 0 0
AFFECTED 1 1 1 1 0 0 0
OBJ-EXP 0 0 1 0 0 0 0
SUBJ-EXP 0 0 0 0 0 1 1
AGT-PAT 1 1 0 1 1 0 0

earliest observed AoA for that profile. Discrepancies between the lexical semantic pro-

files for some verbs and the observed AoA (e.g., Profile 1 verb fix with an observed AoA

of 4-5yrs) are due to gaps regarding the age of the children tested experimentally for

those verbs. Thus, if long verbal passives with fix were tested with three-year-old chil-

dren, the LEXICAL SEMANTIC PROFILE HYPOTHESIS would predict above-chance perfor-

mance. This is one of the stimuli I explicitly test in the experimental task with younger

English-speaking children described in this chapter. The predicted developmental trajec-

tory corresponding to English-speaking children’s ages is shown in Table 2.12 repeated as

Table 4.2 below.

Table 4.2: AoA predictions (Predicted AoA) for example verbs in English, based on their
lexical semantic profiles (Profile).

Profile Example verbs Predicted AoA
1 bump, crash, fix, chase, hug 3yrs
2 flatter, hurt 3-4yrs
3 search, discover 4-5yrs
4 spot, notice, overhear 4-5yrs
5 believe, miss, know, remember 5yrs
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4.1.2 Gaps in the Empirical Coverage and the Limitations of Current Empirical Data

As previously stated, the developmental trajectory of children’s behavior on the verbal

passive of different verb classes is derived from a synthesis of experimental studies of

verbs that have previously been tested on English-speaking children. But gaps in the em-

pirical coverage of this synthesis of experimental studies make it difficult to assess the

validity of the LEXICAL SEMANTIC PROFILE HYPOTHESIS. First, while some experimental

studies tested three- and five-year-old children as their own age groups, the age overlap

in other studies means that four-year-old children were often grouped in with these other

ages. Because of this, we do not know exactly how four-year-olds will perform; four-year-

olds could pattern with either the three- or five-year-olds or have a distinct performance

pattern with respect to these lexical semantic profiles. Second, only one study in synthe-

sis of experimental studies, Messenger et al. (2012), has tested +OBJ-EXP verbs in young

children and found that they could successfully interpret these verb types in the long ver-

bal passive. However, this study was a picture-selection task where pictorial portrayals of

stative verbs like annoy may have yielded accidental eventive interpretations – so, these

accidental eventive interpretations could have led to young children’s successful passive

interpretations. Because of this possibility, it is unclear if the age of acquisition of the long

verbal be-passive for Profile 2 verbs like annoy is in fact by four years old. Third, Profile

1 verbs (e.g., fix) have multiple observed AoAs (e.g., 3, 3-4, and 4-5) but are predicted to

be acquired earlier if tested with younger children. Fourth, the synthesis of experimental

studies combines the results from different groups of children across multiple age ranges

using different experimental stimuli and methods (see Table 2.5 in Chapter 2 for the differ-

ent methods). So, the differences in methodologies could impact the observed AoAs, and

thus the observed developmental trajectory. In particular, more demanding tasks like act-

out tasks or elicitation tasks could be masking younger children’s knowledge of the verbs

tested in the verbal passive. More generally, the LEXICAL SEMANTIC PROFILE HYPOTH-

ESIS would be strengthened if the same group of children performed as this hypothesis
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predicts across a variety of verbs with different lexical semantic profiles. I will address all

of these limitations in the next section with a behavioral assessment using a Truth-Value

Judgment Task. The results from such an experiment will increase the empirical founda-

tion provided by the synthesis of experimental studies, and include four-year-old English

comprehension behavior of a variety of verbs from different profiles.

4.2 Experiment

I aim to assess if English-speaking four-year-old children perform as predicted by the

lexical profile hypothesis when interpreting the verbal passive. More specifically, this hy-

pothesis predicts that if children are acquiring the passive form of verbs based on specific

lexical profiles, then four-year-olds should successfully comprehend particular verbs with

certain lexical profiles better than verbs with different lexical profiles. For instance, on the

basis of the results of the synthesis of experimental studies connecting age to the compre-

hension of particular profiles, four-year-olds are expected to successfully comprehend the

passive of Profile 1 verbs like fix, and possibly Profile 2, 3, and 4 verbs like surprise, find,

and forget. Four-year-old children are not expected to comprehend the passive of Profile 5

verbs like love.

4.2.1 Participants

I tested 23 children (3;11-5;01, mean age=4;07) recruited from Connecticut daycares, the

Connecticut Science Center, and families from the UConn KIDS database. In order to be

included in the data analysis, the child had to correctly answer at least four out of the

five active control items (i.e., scoring at least 80% correct), and not exhibit a bias towards a

particular answer (i.e., a child who gave the same answer to 90% or more of the test items).

Given this inclusion criterion, four children were excluded from the final data analysis.57

57Three children were excluded because they exhibited a yes-/no-bias, and one child was excluded for
answering only one of the five active controls correctly.
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I report results on the data collected from the remaining 19 children, who had the same

age range and mean age as the larger group (3;11-5;01, mean age=4;07).58

Experimental sessions were limited to 20 minutes per child (the average length of the

current study) across all recruitment sites. With respect to particular recruitment sites,

multiple testing visits with the same child were available at some locations (e.g., local

daycares); other recruitment sites such as the Connecticut Science Center only permitted

a single testing session. If multiple testing visits were available to a child, that child re-

ceived a training session (as described in the next section) prior to the testing session; this

training session familiarized her with the task methodology, including opportunities for

corrective feedback. Otherwise, the child was given verbal instructions for the procedure

before proceeding to the test items, without any opportunity for corrective feedback. 11

of the 19 children who passed the control criterion received a training session.59

As adult controls, ten undergraduate students were recruited from the University

of Connecticut Department of Linguistics Participant Pool. All participants were native

speakers of US English.

4.2.2 Procedure

A modified version of the Truth-Value Judgment Task (Crain and McKee, 1985; Crain and

Thornton, 1998, 2000) was used to investigate the predictions of the LEXICAL SEMANTIC

PROFILE HYPOTHESIS. The TVJ task was carried out by a single experimenter using a

laptop computer. Stories were narrated by the experimenter using animated clipart dis-

played in Microsoft PowerPoint. Participants were told that a puppet would also watch

the stories with them and, at the end of each story, describe something that had happened

in the story. Participants were then asked to determine whether the puppet’s statement

was “right” or “silly”. The procedure was the same for the training session, but corrective

58Of these 19 children, four children answered four of the five active controls correctly while the remain-
ing 15 children answered all five active controls correctly.

59There was no statistical difference in performance between children who received training and those
who did not – see Section 4.2.4 for more discussion.
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feedback was provided after every item.

For each participant, follow-up justifications were elicited for the first two to three

items in order to ascertain the reason for providing “right” or “silly” responses. If partici-

pants seemed willing, follow-up justifications were elicited for the rest of the experimental

items. Positive feedback was given to participants after every response in order to avoid

accidental cues to incorrect answers. All subjects were tested individually.

4.2.3 Materials

Ten verbs were chosen for testing, two from each of the five lexical profiles identified in

the synthesis of experimental studies (see Table 4.3); the stories used in this experiment

were created from these 10 verbs (see Appendix A.3).

Wash (Profile 1) and love (Profile 5) were chosen because they are frequently attested

to be successfully understood in the verbal passive by both younger children (wash) and

older children (love) respectively (Gordon and Chafetz, 1990; Hirsch and Wexler, 2006;

Liter et al., 2015; Orfitelli, 2012). These verbs serve as benchmarks for aligning the experi-

mental results found here with the other studies in synthesis of experimental studies. Fix

(Profile 1) was chosen because the LEXICAL SEMANTIC PROFILE HYPOTHESIS predicts an

earlier AoA than the age found by Liter et al. (2015). In particular, Profile 1 verbs are pre-

dicted to have an AoA by three in English, so four-year-olds should understand fix in the

long verbal be-passive. Surprise (Profile 2), frighten (Profile 2), find (Profile 3), spot (Profile

4), and forget (Profile 4) were chosen because they have only been tested in one study each

(i.e., in Messenger et al. (2012) for surprise and frighten, Liter et al. (2015) for find, spot, and

forget); so, it is unclear how the same group of children will perform on all these verbs.

Discover (Profile 3) and believe (Profile 5) have never been tested before in children, ac-

cording to the synthesis of experimental studies on children’s behavioral performance on

verbal passives (see Chapter 2), and were included to extend on the previous empirical

range.
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Table 4.3: Lexical profiles of the 10 verbs tested and the two lists that these verbs were split
into, along with their predicted age of acquisition (Predicted AoA) in English, according
to the LEXICAL SEMANTIC PROFILE HYPOTHESIS.

List A: wash surprise discover spot love
List B: fix frighten find forget believe

Profile 1 2 3 4 5
ACTIONAL 1 0 1 0 0
STATIVE 0 1 0 0 1
VOLITIONAL 1 1 0 0 0
AFFECTED 1 1 0 0 0
OBJ-EXP 0 1 0 0 0
SUBJ-EXP 0 0 0 1 1
AGT-PAT 1 0 1 0 0
Predicted AoA 3yrs 3-4yrs 4-5yrs 4-5yrs 5yrs

For each of the 10 verbs, three stories were created: two passive stories, and one active

story as control. This yielded 30 stories total. Within each verb, the stories were similar to

each other, but differed depending on whether participants were told a passive sentence

or an active sentence that either matched or did not match the story as the test utter-

ance. Mismatched test sentences were created by switching the ordering of the animate

participants (and thus their thematic roles). Test sentences were presented to participants

through pre-recorded audio clips spoken by a male native speaker of English. The 30

stories that were used in the experiment can be found in the Appendix A.3 and the ac-

companying Powerpoint presentations of the stories can be found at emmanguyenling.

github.io.

Sample stories for the verbs frighten (passive test sentence, mismatch for story) and love

(passive test sentence, match for story) are shown below:
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Sample Story 1 - frighten, Profile 2, Mismatch

Narrator: Owen and Jackie are at a costume party. Ladybugs frighten Owen but Jackie

loves ladybugs and that’s why she’s dressed as one for the party.

Jackie: Owen, do you see my ladybug costume? Do I frighten you?

Owen [frowning]: Yes, Jackie, you frighten me. You know that I don’t like ladybugs!

Test Sentence: Jackie was frightened by Owen. (False)

Sample Story 2 - love, Profile 5, Match

Narrator: Jake and Isabelle are neighbors. They play with each other every day.

Isabelle: Jake, I don’t love you because I’m jealous of your new clothes.

Jake: But I love you because you’re my only friend, Isabelle!

Test Sentence: Isabelle was loved by Jake. (True)
The stories were also constructed such that any reliance on linear word order for inter-

pretation would always lead to an incorrect response. For example, in the Sample Story

2 above, a child could interpret the passive test sentence Isabelle was loved by Jake by se-

lecting the active response (i.e., Isabelle loved Jake) if they were relying on only the linear

word order (either due to confusion or lack of structural knowledge of the passive); the

child would then provide an incorrect response to the test sentence (False in Sample Story
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2). Consistently relying on a linear-word-order strategy like that would result in the child

systematically providing incorrect responses. For the verbs that fell under Profiles 2 and

5, we kept movement of the characters on-screen to a minimum within the test materials

so that participants had to rely on the dialogue of the stories in order to fully comprehend

the contexts. This was done to keep +STATIVE verbs as stative as possible and, particularly

for Profile 2 verbs, to avoid accidental eventive interpretations.

The 10 verbs and their corresponding stories were split into two lists as shown in Table

4.3. Adult participants were presented with both lists and thus saw all 30 stories. Child

participants, on the other hand, were presented with one of the two lists. So, each child

participant was tested on a total of 15 stories: three stories (two passives and one active)

for each of the five verbs in the list. Children who were tested in a single session, and thus

did not receive a training session, were presented with List A verbs; children who did

receive a training session were presented with List B verbs. The materials for the training

session were drawn from the active control items from List A since these children would

always be presented with List B verbs during the experimental session.
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Figure 4.1: Percentage of correct responses by verb profile for adult controls. (Error bars
indicate standard error.)

4.2.4 Results and discussion

The performance of child participants who received a training session did not statisti-

cally differ from those who did not receive a training session (t(11.24) = −0.01,p = 0.9,

independent-samples t-test) and thus the data will be collapsed across the two groups for

further analysis. Figures 4.1 and 4.2 show the percentage of correct responses by adults

and four-year-old children, respectively. Table 4.4 shows the results of participants’ com-

prehension as compared to chance performance (single-sample t-tests) for each verb pro-

file for the adults and the four-year-olds. To see whether the responses were consistent

within each child participant, Figure 4.3 shows the distribution of responses broken down

by the five lexical profiles (Profile 1-5). So for example, for Profile 1 (P1) in Figure 4.3, of

the 19 children, 68% of the children answered all of the test items correctly, 26% of the chil-

dren were correct 50% of the time, and 5% of the children answered none of the test items

correctly. Since participants received two passive test items per condition, this means that

13 children answered both Profile 1 test items correctly, five children only answered one

test item correctly, and one child answered neither test items correctly.

For the adult participants, all 10 performed effectively at ceiling and were significantly

above chance across all five lexical profiles. This provides evidence that the test materials

elicited the correct answers from adults and that the baseline for adult-like knowledge is
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Figure 4.2: Percentage of correct responses by verb profile for four-year-olds. (Error bars
indicate standard error.)

Figure 4.3: Distribution of accuracy rates by verb profile for four-year-olds.

Table 4.4: Accuracy rates for adults and four-year-olds by verb profile, compared to
chance (50%).

adults four-year-olds

Profile Percentage
Correct t df p Profile Percentage

Correct t df p

1 100.00% inf 9 <.001 1 81.58% 4.610 18 <.001
2 97.50% 19 9 <.001 2 86.84% 7.098 18 <.001
3 100.00% inf 9 <.001 3 71.05% 3.023 18 0.003
4 97.50% 19 9 <.001 4 50.00% 0.000 18 0.500
5 95.00% 13.5 9 <.001 5 39.47% -1.287 18 0.107

successful and, more importantly, with equal performance across all lexical profiles. So,

these materials can be used to determine if a participant comprehends the verbal passive

of verbs from all five profiles.
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Turning to the four-year-olds, children were effectively at ceiling for the active control

items, with 15 out of 19 children answering 100% of the items correctly (and the remaining

4 children answering 80% correctly); this means that children were paying attention to

the experiment and knew the target verbs well enough to comprehend them in the active

form.60 For the passive items, children performed significantly above chance for Profiles

1, 2, and 3, but were no different from chance for Profiles 4 and 5 (Table 4.4).

Based on the discussion of the limitations of the synthesis of experimental studies in

Section 4.1.2, I conducted several additional analyses.

4.2.4.1 Profile 1 vs. Profile 5

The synthesis of experimental studies found that Profile 1 had an AoA of three years old

while Profile 5 had an AoA of five years old; so, I conducted a planned comparison be-

tween Profiles 1 and 5 on the sample of four-year-olds. The LEXICAL SEMANTIC PROFILE

HYPOTHESIS would predict four-year-olds to perform differently on verbs from these two

profiles. I found that this was indeed true: four-year-olds performed better on Profile 1

than Profile 5 (W= 107, P= 0.0013, Wilcoxon Signed-Rank Test). Looking at individual

children’s performance, 16 out of 19 children performed better on Profile 1 verbs than

Profile 5, two children performed equally well with Profile 1 and Profile 5 verbs, and only

one child performed worse on Profile 1 verbs than Profile 5 verbs. Additionally, Figure

4.3 shows that most children answered all Profile 1 test items correctly (13 out of 19 chil-

dren) while 9 out of 19 children were correct on Profile 5 test items only 50% of the time.

If children were consistently relying on the active interpretation whenever they encoun-

tered a passive that they could not comprehend, we might expect more children to be

incorrect on all of the the Profile 5 test items. I interpret this to mean that four-year-olds’

60It is possible that some of the included children who answered only four out of the five active controls
correctly (4 of the 19) were guessing on the control items. This is because, at an individual level, 80% correct
cannot be statistically distinguished from chance performance at the p < 0.05 level (using a binomial distri-
bution). But, because this would only account for four children in the present sample, I will take the overall
pattern to be valid.
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performance does differ between these two profiles: in particular, four-year-olds were suc-

cessful on Profile 1 verbs but not on Profile 5 verbs. Furthermore, children’s unsuccessful

performance on Profile 5 suggests that Profile 5 verbs have an AoA later than four years

of age in English and that children may not be consistently using a strategy where they

are interpreting the passive sentences that they do not understand in the active voice.

4.2.4.2 Profile 2

How would children perform on Profile 2 verbs when the material was controlled for

accidental eventive readings of the verbs surprise and frighten? In particular, was the AoA

for Profile 2 verbs four years old in English? I compared the four-year-olds’ performance

on Profile 2 to Profile 1 and Profile 5. I found that children performed no differently on

Profile 2 than on Profile 1 (W= -7, P= Not Significant, Wilcoxon Signed-Rank Test) but

four-year-olds performed significantly better on Profile 2 than on Profile 5 (W= 91, P=

0.0008, Wilcoxon Signed-Rank Test). I take this to mean that four-year-olds were similarly

successful with passives of Profile 1 and Profile 2 verbs and that the AoA for Profile 2 is,

at the latest, four years old.61

4.2.4.3 Profiles 3 & 4

Because I was interested in how four-year-old children performed on Profiles 3 and 4

compared to Profiles 1 and 5, I performed similar pair-wise comparisons here as well.

For Profile 3, four-year-old children performed no differently on Profile 3 than on Profile

1 (W= 22, P = 0.1685, Wilcoxon Signed-Rank Test) but four-year-olds performed signifi-

cantly better on Profile 3 than on Profile 5 (W= 69, P= 0.0084, Wilcoxon Signed-Rank Test).

61Some of the Profile 2 verbs such a surprise and frighten have been argued by Hirsch and Hartman (2006)
to fall under Belletti and Rizzi’s (1988) “Preoccupare” class of psych verbs. If this is the case, then it is
the active sentences of these verbs, rather than the passive, that should be difficult for young children
to comprehend. Because children were effectively at ceiling for all active control items, including active
sentences with surprise and frighten, we suspect that any predicted difficulty of verbs that fall under this
“Preoccupare” class would appear in children younger than the ones we tested (cf. Borga and Snyder 2018b
for evidence of French-speaking children’s difficulty with active Object-Experiencers sentences until four
years of age).
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I take this to mean that four-year-olds were similarly successful with passives of Profile 1

and Profile 3 verbs and that the AoA for Profile 3 is, at the latest, four years old.

For Profile 4, I found that four-year-old children performed significantly different on

Profile 4 than on Profile 1 such that children were worse on Profile 4 verbs (W= 69, P=

.0084, Wilcoxon Signed-Rank Test). However, children’s performance on Profile 4 was not

significantly different from their performance on Profile 5 (W= 14, P= Not Signifcant,

Wilcoxon Signed-Rank Test). I take this to mean that four-year-olds had difficulty com-

prehending both Profile 4 and Profile 5 verbs in the passive.

4.2.4.4 Four-Year-Olds

It was unclear from the synthesis of experimental studies described in Chapter 2 if four-

year-olds had a comprehension pattern similar to either three- or five-year-olds, or instead

had their own separate comprehension pattern. To assess whether four-year-old children

exhibit a pattern different from that of both three-year-olds and five-year-olds, I compared

the three profiles on which these four-year-olds performed significantly above chance

(Profiles 1-3) to the two profiles on which they did not (Profiles 4-5). I found that four-

year-olds’ performance was asymmetric: they performed reliably better on verbs from

Profiles 1-3 than on verbs from Profiles 4-5 (W= 161, P= 0.0005, Wilcoxon Signed-Rank

Test). This suggests that four-year-old children are exhibiting a pattern that is distinct

from three- and five-year-olds.

4.2.4.5 Comparing Within Profiles

Figure 4.4 shows four-year-old children’s performance in the task for each of the 10 verbs

tested split by the two lists. In general, for each profile, children perform similarly across

List A and List B verbs. While there are some notable differences – particularly with Pro-

file 1 (fix vs wash) and Profile 4 verbs (forget vs spot) – these differences may be driven

by small sample sizes. In particular, this experiment was a between-subjects design with
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a sample size of 19 children (11 children for List A and 8 children for List B). So, lower

performance for verbs like wash and forget may be driven by only having judgments from

11 and 8 children, respectively.

Figure 4.4: Percentage of correct responses for passive items by verb for four-year-olds.
(Error bars indicate standard errors.)

The much lower performance of the Profile 4 verb forget (apart from the low sample

size of eight children) could also be due to the experimental test items for that verb – see

Appendix A.3. In particular, the forget test items may have been pragmatically ill-formed.

Consider this example test item for the passive use of forget:

Narrator: Chase and Chloe are at school. Chase is playing by himself.

Chloe: Hey, I did not forget you! I played at your house last week.

Chase: You did? I forgot who was at my house last week.

In this scenario, it could be that children think remember is more pragmatically appro-

priate as a lead-in than forget (i.e., Chloe would say,“Hey, I remember you! I played at

your house last week.”). However, to ensure the materials across all stories for all verbs

were uniform, the target verb (here: forget) had to be used in the story leading up to the

test sentence. Of course, this potentially pragmatically-odd test item was not an issue for
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adult participants – adults performed near ceiling for forget. More generally, future stud-

ies could more thoroughly investigate children’s performance on the passive of Profile 4

verbs by (i) testing more children, (ii) creating better test items for forget, and (iii) testing

more verbs that fall under Profile 4.

Additionally, not all of the constructed test materials met the “condition of plausi-

ble dissent” (Crain et al., 1996). This means that some of the test sentences, where the

target answer was false (i.e., the puppet was being silly), were not necessarily felicitous

because no alternative to the actual outcome was under consideration for that particular

experimental context. Crain et al. (1996) claimed that this condition of plausible dissent

is a crucial design feature for Truth Value Judgment Tasks in order to properly elicit chil-

dren’s grammatical knowledge (see Sugisaki and Isobe 2001 for discussion for why the

condition of plausible dissent may not always need to be satisfied). In the present study,

test materials were constructed to be as uniform to each other as possible and simple

enough to maximize the number of stories tested within a single session. This may have

made all the stories less felicitous, and thus potentially caused four-year-olds not to cor-

rectly comprehend the passive for a particular verb when they might have comprehended

it in a setup with plausible dissent. However, because all stories were alike in this regard,

I expected this to have a global effect, potentially lowering correct comprehension rates

across all profiles. So, the qualitative pattern I have reported here likely would remain the

same. More generally, if four-year-olds do in fact comprehend Profile 4 verbs correctly in

the passive, the qualitative results do not change. The four-year-olds would still pattern

differently from the three- and five-year-olds, and the lexical semantic hypothesis is still

supported as children of different ages seem to be able to comprehend progressively more

lexical semantic profiles in the passive as they get older.
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4.2.5 Discussion

Taken together, these results support the LEXICAL SEMANTIC PROFILE HYPOTHESIS: four-

year-old children can successfully understand the long verbal be-passive for verbs in “ear-

lier” profiles (Profiles 1, 2, and 3) but not the verbs in “later” profiles (Profile 4 and 5).

In addition, four-year-olds seem to pattern differently than both the three- and five-year-

olds in the synthesis of experimental studies: three-year-olds successfully comprehend

verbs in the passive from Profiles 1 and 2, while five-year-olds comprehend verbs from

all five profiles. One possible explanation for why the four-year-olds were not successful

on Profile 4 verbs, as suggested by the synthesis of experimental studies, could be that

performance was driven by the five-year-olds in those studies. Another possibility is that

the lack of plausible dissent artificially depressed four-year-old performance on Profile 4;

this would make four-year-old performance appear at chance when it in fact would not be

in a more felicitous setup. Note that if four-year-olds do in fact comprehend Profile 4 verbs

correctly in the passive, our qualitative results do not change. The four-year-olds would

still pattern differently from the three- and five-year-olds. More generally, the distinction

found in the lexical asymmetry patterns across the three different age groups supports

our hypothesis that English-speaking children’s performance on verbal passive is linked

to the lexical semantic profile of the verbs.

These results further suggest that four-year-old children have structural knowledge of

the passive and are not strictly relying on linear word order. More specifically, if they were

relying on linear word order, they would interpret passive sentences as active sentences

(i.e., interpreting Jake was loved by Isabelle as “Jake loved Isabelle”). In the TVJ Task, they

would then perform significantly below chance (e.g., giving the opposite response every

time). Instead, four-year-olds performed above chance for verbs from Profiles 1-3, and no

different from chance for verbs from Profiles 4 and 5. So, these results support four-year-

olds having structural knowledge of the passive form.

With respect to prior studies, these results align with Messenger et al. (2012), who
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found comparable performance between AGT-PAT verbs (Profiles 1 & 3) and OBJ-EXP

verbs (Profile 2) in three- and four-year-old children. These results also align with those of

Maratsos et al. (1985), who found that four-year-olds fail to comprehend non-ACTIONAL

verbs like love and remember, both of which are Profile 5 verbs. I too found that four-year-

olds did not understand the long verbal be-passive of love. However, I did find success

with non-ACTIONAL verbs from Profile 2: surprise and frighten. Taken together, the LEX-

ICAL SEMANTIC PROFILE HYPOTHESIS can improve upon prior explanations meant to

account for the results of Messenger et al. (2012) and Maratsos et al. (1985). Furthermore,

this hypothesis provides additional testable predictions such that any English verb that

can be classified as one of these five lexical semantic profiles now has an approximate

predicted AoA which we can test with children.

4.3 Summary

The LEXICAL SEMANTIC PROFILE HYPOTHESIS proposes that the lexical semantic fea-

tures of a verb collectively predict when English-speaking children should successfully

comprehend that verb in the long passive form. This is because these lexical semantic

features serve as a signal for whether a verb can be used with the passive structure and

that the passive structure itself is already in place. A Truth-Value Judgment Task with

four-year-olds supported this hypothesis, with the children successfully understanding

the long verbal passive of verbs with profiles predicted to have an earlier age of acqui-

sition. From a knowledge representation standpoint, it is important to point out that the

seven lexical semantic features included in the lexical semantic profiles investigated here

were proposed as a description of the relevant verb properties. However, it is an open

question if they are truly separate or if instead there is overlap that would be better rep-

resented with a smaller number of features (e.g., ACTIONAL and AGT-PAT might be better

represented by a single feature as they had the same value for all five identified profiles).

I leave this to future work.
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The experimental results presented in this chapter also increase the empirical coverage

of the synthesis of experimental studies to include more data about how four-year-olds

understand the verbal passive. Future work can further expand the empirical foundation

by additionally testing three- and five-year-old children on the same materials as for the

four-year-olds we tested. Future work can also specifically evaluate the predictions of the

LEXICAL SEMANTIC PROFILE HYPOTHESIS by testing children on more verbs for each

profile.

113



5 ∣ What Can’t Be Readily Observed: A

Model of Children’s Intake for

Classifying Passivizable Verbs62

5.1 Introduction

The corpus analysis of child-directed speech in Chapter 3 presents a good overview of

what realistic input is to English-speaking children learning the passive voice. Addition-

ally, the detailed review summarized in Chapter 2 and the experimental findings in Chap-

ter 4 strengthen our understanding of the developmental trajectory that children seem to

go through with regards to classifying which verbs can and cannot passivize. Throughout

this dissertation, I have been assuming that children’s observed difficulty with regards to

verbal passives of certain verbs is due to the learning problem of deciding which verbs

can and cannot passivize in a particular language. If this is the case, then young children

are also assumed to be adult-like in their structural representation of the verbal passive.

Thus, the observed developmental asymmetry is not rooted in the maturation of struc-

tural knowledge of the passive but rather in the decision of which verbs are allowed to

participate in the passive.

In investigating the source of the passive lexical verb asymmetry that we see in English-

speaking children’s performance, I found that some parts of this asymmetry can be ex-

62The developmental computational model described in this chapter was work that I developed while
visiting the University of California, Irvine, under the supervision of Lisa Pearl in Spring 2016. This research
has been presented at the following workshops and conferences: BUCLD43, CompLang at MIT, Meaning
and Modality Lab at Harvard University, and QuantLab at UCI. Parts of this chapter are based on Nguyen
and Pearl (2019). I’d like to extend special thanks to Galia Bar-sever and Bahareh Noferest for assistance
with corpus annotations.
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plained by the input frequency of passives but only through the lens of lexical features:

the verbs that children seem to acquire the earliest for the passive share lexical features

with the most frequent verbs that children hear in the passive. Furthermore, I found that

children’s input of the passive is relatively consistent over time, which suggests that the

trajectory observed in children’s behavior with regards to passives of verbs from different

lexical semantic profiles must be the result of something internal to the child, and may

be a result of developmental changes in children’s intake (i.e., what part of the linguis-

tic input is actually harnessed by children to acquire their grammar) rather than external

changes in children’s input.

To concretely investigate the possibility that it is changes to children’s intake that

causes the observed developmental asymmetry, we can look whether there is a learn-

ing theory that would allow children to use the distribution of lexical features in their

input in order to arrive at the developmental trajectory that we observe from their be-

havior. A theory of children’s development of the passive will allow us to go beyond a

formal description and generate testable predictions of children’s behavior. Specifically,

we need a theory of development in which: (i) the structural representation of the passive

is in place early (i.e., by the time the learning process captured by the theory takes place),

(ii) children’s learning task is to figure out the set of verbs that do and do not passivize,

(iii) children’s intake (i.e., which part of the linguistic input that children are paying at-

tention to) is developing over time. Development here is assumed to be the changes to

children’s intake and a number of factors could be driving this development. The goal of

the investigation described in this chapter is to assess an approach in which differences

in children’s intake at different ages can capture the developmental trajectory that we

observed in children’s behavior. One scientific tool that we can use to develop a theory

of children’s language learning is developmental computational modeling, which I will

describe in the next section.
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5.1.1 Why Developmental Computational Modeling?

A theory of language learning hypothesizes the procedure by which children arrive at the

target adult grammar given their hypothesis space (i.e., the realm of possible hypotheses

that children are entertaining given a learning problem) and the evidence that is available

to them in the input. Thus, a developmental computational model is a tool that can be

employed to embody such a learning theory by: (i) making all of the components of such

a procedure explicit, (ii) evaluating whether such a procedure will successfully lead to the

target output, and (iii) determining precisely the factors (as implemented explicitly in the

model) that make the theory work (or not work) (Pearl, 2020).

5.1.2 What Computational Modeling Can (Not) Do

Because a computational model is an embodiment of a theory, we need to actually have a

theory of language acquisition where every relevant detail (i.e., what is needed to generate

a testable prediction) is specified. This is because a computational model will not be able

to function or generate a testable prediction unless all of the parts needed are specified.

Thus, in order to implement a learning procedure in a computational model, we are forced

to specify all of the individual and necessary components of an acquisition theory that

we may not have realized we needed to be explicit about. A computational model of such

an explicit theory of acquisition can generate testable predictions, which we can then

evaluate against empirical data from children.

When we evaluate the predictions of a computational model against empirical data,

either the predictions match or they do not. If the model’s predictions match children’s

data, then this is proof of concept that the specific instantiation of the acquisition theory

that we implemented in the computational model is one way that acquisition could pro-

ceed. But it is important to note that just because this is one way in which acquisition

could work does not mean that other acquisition theories could not also work. That is,

just because this theory could be right does not mean other theories are clearly wrong.
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The model has nothing to say about other theories, only about the theory it implements.

Furthermore, if a model’s predictions do not match empirical data from children, this

is evidence against the specific instantiation of the acquisition theory that were imple-

mented in the model. Notably, this is not necessarily evidence against the acquisition the-

ory overall, as the source of the problem could be in the specific instantiation of the theory

component rather than all instantiations of the theory. So one limitation of interpreting

results that come from a computational model is that there are many components of the

proposed learning theory that must be made explicit in order for a model to be able to

make predictions about children’s behavior, and these component instantiations may or

may not be crucial for the high-level view of the theory (e.g., if a theory assumes proba-

bilistic learning, but a Bayesian learner fails, it could be that the mode’s implementation

of Bayesian inference is not the right kind of probabilistic inference, and some other kind

of probabilistic inference would have worked). However, one very useful benefit is that

when a model’s prediction does or does not match empirical data from children, we can

“look under the hood” (so to speak) of the model and determine exactly the components

that make the model work or not work.

In the next section, I will give a concrete example of making components of a learning

theory explicit via developmental computational modeling through the lens of learning

the set of verbs that allow passivization.

5.1.3 The Passive Lexical Verb Asymmetry as a Classification Problem

As previously discussed, we can view children as needing to solve two learning prob-

lems when it comes to acquiring the passive: (i) what is the structural representation of

the passive, and (ii) what is the set of verbs that do (not) allow passivization? I assume

for this dissertation that the passive lexical verb asymmetry is a consequence of children

trying to learn which verbs passivize in English. I propose that while frequency of indi-

vidual verbs may not matter for the comprehension of passives, the frequency of lexical
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features would be directly impactful. Specifically, I aim to investigate whether there is

a learning theory in which children are combining the collective evidence from lexical

features in verbs that passivize in order to decide if a particular verb with a particular

collection of features ought to passivize in English. Currently, I have been assuming that

there are eight lexical features that underlie children’s acquisition of the set of passiviz-

able verbs. But it is unclear if we should be assuming that all eight lexical features matter

for children, only one lexical feature matter, or somewhere in-between. A developmental

computational model is a useful tool that would allow us to explore all of these possi-

bilities. The hypothesis space that children are presumably navigating through is large

given that we have attempted to narrow down the number of lexical features to this set of

eight. If we assume that children’s intake is a filtered set of the linguistic input, then the

hypothesis space is composed of hypotheses that filter input based on all, some, or none

of these eight features (i.e., care about none of the features (8 choose 0) + just care about 1

of the features (8 choose 1 = 8) + just care about 2 of the features (8 choose 2 = 28), just care

about 3 of the features (8 choose 3 = 56)... + care about all 8 lexical features (8 choose 8 =

1) – this works out to 256 input filters, which is also 28 (care or not about each of the eight

lexical features)). Thus, what might an explicit learning theory of this kind look like?

In this chapter, I will describe one specific implementation of this acquisition theory

using Bayesian modeling, where children’s prior beliefs and abilities associated with the

passive structure also impact their observed passivization behavior. I will first review

what Bayesian modeling is and why this method is a plausible component (specifically,

the inference component) in theories of development. I will then describe the specific de-

velopmental model that I have implemented in order to understand children’s behavior

with regards to passives of different verbs. Specifically, I used a Bayesian model which

combines the available evidence of the distribution of lexical features from children’s in-

put with their prior beliefs and abilities to produce the lexical verb asymmetry that we

observe in their behavior at age 5. I conclude this chapter with a discussion of testable
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predictions that were gained from the developmental computational model and future

extensions that generate testable predictions for ages 3 and 4, since we have empirical

data on that for familiar verbs. The next chapter will investigate the lexical feature sensi-

tivity specifically for novel verbs.

5.2 Bayesian Modeling

Bayesian modeling is one kind of learning via probabilistic strategy and is often used

for cognitive development modeling, as it can capture human behavior very well (e.g.,

Perfors et al., 2011; Pearl and Mis, 2016). This specific way of developmental modeling

involves prior assumptions about the probability of different options (typically referred

to as hypotheses) and an estimation of how well a given hypothesis fits the data (for

a detailed overview of this technique for modeling language acquisition, see Pearl and

Goldwater 2016).

5.2.1 Bayes’ Theorem and its Basic Components

A core assumption that a Bayesian model makes is that the learner is updating her (poste-

rior) beliefs on the basis of the observed data (likelihood) combined with her prior beliefs

(prior). So, for any hypothesis h that children may be entertaining from their hypothesis

spaceH and the observed dataD, a modeled child in a Bayesian model has the goal of de-

termining the probability of that hypothesis h being the actual hypothesis that generated

the data D, which we can write as P(h∣D) and refer to as the posterior of the hypothesis.

The posterior of a hypothesis in this type of computational model is calculated via Bayes’

Theorem, which is shown in Equation 5.1 below.

P(h∣D) = P(D∣h) ∗P(h)
P(D) (5.1)

In the numerator, the likelihood of dataD given hypothesis h represents how well the
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hypothesis predicts the data and is written as P(D∣h), whereas the prior expresses the

probability of the hypothesis regardless of any data, which we write as P(h). As noted

by Pearl (2020), the prior probability of a hypothesis is where modelers will often imple-

ment certain considerations regarding the complexity of the hypothesis. More complex

hypotheses may have lower prior probabilities. This is because there may be a cognitive

penalty for being more complex, due to the cognitive cost of working with that hypoth-

esis (construction, access, deployment, etc.). In the denominator, P(D) expresses data D

under any hypothesis and serves as the normalizing factor and ensures that the posteriors

generated by all of the hypotheses under consideration sum up to 1, which we can rewrite

as Equation 5.2 below.

P(h∣D) = P(D∣h) ∗P(h)
∑hi∈HP(hi∣D) ∗P(hi)

(5.2)

In designing a Bayesian model that follows the equation in (5.1), there are three ques-

tions about the acquisition procedure that we need to consider: (i) what the nature of the

learning task is (i.e., what does the learner need to achieve), (ii) what sources of informa-

tion are available, and (iii) what the inductive biases of the learner are (i.e., what kinds

of hypotheses about the grammar are easy, difficult, or impossible to learn or deploy in

real time). We can connect these questions to a procedure that is concerned with learning

the set of verbs that passivizes in English, such that: (i) the nature of the learning task is

whether to comprehend a particular lexical profile in the passive or not; (ii) the source of

information for children will be in the distributions of lexical features in their linguistic

input; and (iii) the learner should be biased as to whether passivization is easy or hard to

deploy, compared to an alternative, i.e., the active.

I demonstrate how children’s considerations of the distribution of lexical features in

their input could be explicitly implemented in a Bayesian model in the next section.
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5.3 Using Bayesian Modeling to Understand the Passive Lexical Verb

Asymmetry

Over the past 20 years, there has been a growing number of studies that use Bayesian

modeling in order to understand different domains of language acquisition. These do-

mains include phonetic categorization (Feldman et al., 2009; Feldman, 2011; Feldman

et al., 2013), word segmentation (Goldwater, 2007; Goldwater et al., 2009), word learn-

ing (Xu and Tenenbaum, 2007; Frank et al., 2009), and syntax-semantics mappings (Regier

and Gahl, 2004; Pearl and Lidz, 2009; Foraker et al., 2009; Pearl and Mis, 2016; Pearl and

Sprouse, 2013), among others. This suggests that for the case of harnessing lexical features

to learn the set of verbs that allow passivization in English, Bayesian modeling can be an

appropriate tool for investigation.

5.3.1 Nature of the Learning Task

The child’s goal here is to decide whether a verb from a specific profile should be pas-

sivized: this is a classification problem. In particular, given the lexical features comprising

a particular profile and the child’s prior beliefs and abilities associated with the passive,

should that profile be part of the class of passivizable profiles (+pass) or not (−pass)?

The +/−pass classification impacts children’s predicted behavior in experiments involv-

ing the passive structure: if a verb is part of the +pass class, the child can (more easily)

comprehend the passive form; if a verb is part of the −pass class, the child cannot. So, a

successful modeled five-year-old child will classify all five verb profiles from Table 5.2 as

+pass, because five-year-olds demonstrate successful comprehension of passives for fa-

miliar and known verbs with these profiles (see Chapter 2 for discussion of the empirical

data from five-year-old children).63

63I assume that children’s behavior on different verbs of a class reflect generalizations that they have
made about that class, but as we will see in Chapter 6, the assumption that five-year-old children passivize
verbs from all five lexical profiles may not hold once we look at their behavior on novel (i.e., nonsense or
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5.3.2 Adapting Bayes’ Theorem for Classifying Passivizable Verbs

The modeled child’s reasoning process, which combines the probabilistic cues coming

from the feature frequency in children’s input with the child’s prior about the passive, is

implemented via Bayesian inference, as shown in Equation 5.3. In the following sections,

I will explain each part of this equation.

Posterior
³¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ
P(+pass∣vf1 , . . .vf8)=

Likelihood Probability
³¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ
∏
fi∈F
P(vfi ∣+pass) ∗

Prior
³¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ
P(+pass)

∑h+pass,−pass (∏
fi∈F
P(vfi ∣+pass) ∗P(+pass))+ (∏

fi∈F
P(vfi ∣−pass) ∗P(−pass))

(5.3)

5.3.2.1 Posterior

The goal of the modeled child here is to determine if a verb that has a particular lexical

semantic profile should be part of the +pass class, i.e., P(+pass∣vf1 . . .vfn). Of the set of

possible lexical features that we are considering, which we can refer to as F, the modeled

child can consider all or some of those lexical features. For our purposes, there are eight

lexical features in this set (f1 . . .f8 ∈ F). So, if a lexical semantic profile of a verb contains a

particular collection of feature values (vf1 . . .vfn , where v stands for value), then the mod-

eled child calculates the posterior probability, P(+pass∣vf1 . . .vfn).64

5.3.2.2 Likelihood Probabilities

The likelihood probability of a lexical semantic profile is the probability of the specific

collection of lexical features appearing in the input in the passive. The likelihood captures

how well the current data (i.e., the distribution of lexical features in the input) fit the hy-

nonce) verbs.
64As I will discuss in Section 5.4.3, it is possible to not utilize all of the lexical feature information available

in the input. This is why Equation 5.3 encodes lexical values as vfn rather than vf8 .
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pothesis (i.e., the passivizability of a given verb). The higher the probability, the better the

data fits the hypothesis. Thus, if these lexical features have a high probability of appear-

ing when a verb is passivized, then there is a strong fit between the feature values and the

hypothesis that a lexical profile will be passivizable.

The likelihood probability can be calculated for a given lexical profile appearing in

the passive (+pass) or active (−pass) class. This calculation depends on the probability of

a particular feature, fi, having a particular value, vfi , (e.g., ACTIONAL=1), given that the

verb is +pass. This is interpreted as the likelihood of vfi ∣+pass, shown as P(vfi ∣+pass) in

Equation 5.3. The probabilities for all lexical features under consideration are multiplied

together to calculate the collective likelihood of this feature profile, given +pass – this

is shown as ∏fi P(vfi ∣+pass). Note that this way of calculating likelihood assumes the

feature values are independent of each other (i.e., the lexical features are independent of

each other – this is a working assumption, given the origin of the current features, see

Chapter 2). This is what allows us to multiply the individual probabilities together. This

is an assumption that can be relaxed in future work (i.e., some features might be related,

and not independent) and could yield a different likelihood calculation.65

5.3.2.3 Prior

The prior probability is the probability of any verb allowing passivization, which we can

write as P(+pass). This is meant to capture anything that the child brings to the passiviza-

tion task independent of their linguistic input. Thus, it can include both the child’s prior

knowledge about which verbs are passivizable (i.e., the size of the passivized instances

that the child has experienced vs. the non-passivized (active) instances) and the passive

structure itself, as well as the child’s ability to deploy that passivization knowledge in real

time during an experiment. So, this prior on the passive structure intuitively captures any

65In order to maintain the assumption that these lexical features are independent for the purposes of
likelihood calculations, future theoretical work would need to be done in order to identify the clusters of
features that function independently.
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inherent complexity of the passive structure, wherever that cost originates. For example,

the passive may be costly because it is a more complex structure syntactically, or because

it is a more complex structure to process in real time even when children have the struc-

tural knowledge (e.g., Stromswold et al., 2002; Collins, 2005b; Hirotani et al., 2011; Huang

et al., 2013; Mack et al., 2013; Feng et al., 2015; Deen et al., 2018).

5.3.2.4 Normalizing Factor

We can normalize a verb’s posterior probabilities for appearing in the passive (+pass)

or not (−pass; i.e., P(+pass∣vf1 . . .vfn) and P(−pass∣vf1 . . .vfn), respectively) in order to

calculate whether the likelihood that a verb will be +pass is greater than 0.50 (or 50%)

as shown in Equation 5.4. So the success rate of a modeled child for comprehending the

passive in a given instance can either be greater or less than 50%. We can interpret this as

a child in real-life succeeding (>50%) or failing (<50%) at comprehending a verb with a

specific lexical profile in the passive.

P(+pass∣vf1 . . .vf8)
P(+pass∣vf1 . . .vf8)+P(−pass∣vf1 . . .vf8)

> 0.50. (5.4)

5.3.3 Empirical Data on Children’s Passives

To empirically ground a developmental computational model of the English verbal pas-

sive, there needs to be (i) a clearly defined output behavior as the target of development,

and (ii) a reasonable sample of input to learn from which the model, representing a mod-

eled five-year-old child, will use as input.

As the target output for the developmental model, I consider the 30 verbs English-

speaking children have been experimentally attested to comprehend the passive use of

by age 5 (as discussed in Chapter 2): carry, drop, eat, hold, hug, kick, kiss, push, shake, wash,

annoy, chase, frighten, hit, pat, pull, scare, shock, squash, surprise, upset, find, fix, forget, paint,

spot, hate, like, love, and remember. These 30 verbs fall under five lexical semantic profiles
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(Table 5.2, modified from Table 2.10), which are comprised of values for eight lexical fea-

tures (Table 2.4 reproduced as Table 5.1 below). Successful comprehension was defined

as children performing significantly above chance in any of the 12 experimental studies

reviewed in the synthesis of experimental studies. Given that chance is 50% (either the

child does or does not understand the passive for the stimulus presented), this can be

operationalized as the modeled child deciding that verbs of those profiles can be pas-

sivized with a probability above 50% (as discussed in the previous section on posterior

probabilities).

Table 5.1: Descriptive features derived from prior experimental studies, including exam-
ple verbs with (1) and without (0) that feature.

Feature Signal + -
ACTIONAL Observable eat scare

STATIVE
Simple present tense accept-
able scare eat

in an “out of the blue” con-
text

VOLITIONAL “deliberately VERB" is ac-
ceptable

annoy see

AFFECTED X affects Y annoy like

OBJ-EXP
–ACTIONAL where frighten chaseobject is Experiencer

SUBJ-EXP
–ACTIONAL where like annoysubject is Experiencer

AGT-PAT
+ACTIONAL where θ-roles = eat whisperAgent, Patient

TRANS Allows an object to follow scare fall

As a realistic sample of the input that a child would have experienced all the way un-

til age 5, I used all verbs extracted from the same corpora as analyzed in Chapter 3: the

Brown-Adam, Brown-Eve, Brown-Sarah (Brown, 1973), and Valian corpora (Valian, 1991)

from the CHILDES Treebank (Pearl and Sprouse, 2013). As a reminder, this corpus col-

lectively consists of 113,024 utterances (62,772 verb tokens, 742 verbs) of speech directed

at children ages 1;06-5;01. The extracted verbs were also annotated for their lexical se-
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Table 5.2: Profiles for example verbs (in italics) with an observed AoA by age five. Profiles
are comprised of lexical semantic and syntactic features, with 1 indicating the verb is
+feature and 0 indicating the verb is –feature.

carry annoy find forget hate
Profile 1 2 3 4 5
ACTIONAL 1 0 1 0 0
STATIVE 0 1 0 0 1
VOLITIONAL 1 1 0 0 0
AFFECTED 1 1 0 0 0
OBJ-EXP 0 1 0 0 0
SUBJ-EXP 0 0 0 1 1
AGT-PAT 1 0 1 0 0
TRANS 1 1 1 1 1

mantic profiles (as in Table 5.2) and verb frequencies (passive use, active use, and overall

use) were calculated (see Chapter 3 for further details). This allowed for subsequent es-

timations of the frequency of verb features in the set of verbs that are observed to be

passivizable (+pass) and not (−pass) in children’s input.

5.4 Where Do the Numbers Come From?

5.4.1 Estimating Likelihood Probabilities

To estimate the likelihood probabilities of individual features, I used the input frequen-

cies from the corpus analysis conducted in Chapter 3. Specifically, I used the distribution

of lexical features from child-directed speech in the passive and active voice by convert-

ing Table 3.5 from Chapter 3 into probabilities, which I show in Table 5.3. Furthermore,

for this computational model, I looked at the posterior probabilities for both +pass and

−pass, which requires the likelihood probabilities of these eight lexical features in the

active voice as well. The reason that we are looking at the distributions over individual

instances of verbs used in the passive versus active use is because any particular verb can

appear in the active (−pass) or the passive (+pass). So, the modeled child is assessing
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the distribution of lexical information in all of the passive and active instances and fig-

uring out differences in the distribution are relevant for making a generalization regard-

ing when to passivize a particular verb. For example, looking at Table 5.3, it may initially

seem like the +ACTIONAL feature would be really useful for a child because +ACTIONAL is

highly probable in the passive (i.e., 94%). But the +ACTIONAL feature is also highly prob-

able in the active use as well (i.e., 89%). In contrast, the +AFFECTED and +TRANSITIVE

seem to differ quite a bit between +pass and −pass, with +pass being much more skewed

towards +AFFECTED and +TRANSITIVE.

Table 5.3 shows the likelihood probabilities of our eight lexical features in the pas-

sive, P(vfi ∣+pass), and active, P(vfi ∣+pass), in child-directed speech.66 Table 5.4 in sec-

tion 5.4.2 shows an example likelihood calculation for the profile of the verb annoy.

Table 5.3: Likelihood probabilities for individual features, calculated from child-directed
speech input, for verbs in the passive (P(vfi ∣+pass), left) and active voice (P(vfi ∣−pass),
right).

P(vfi ∣+pass) P(vfi ∣−pass)
Feature Value + — + —
ACTIONAL 0.94 0.06 0.89 0.11
AFFECTED 0.86 0.14 0.58 0.42
STATIVE 0.07 0.93 0.09 0.91
VOLITIONAL 0.93 0.07 0.79 0.21
AGT-PAT 0.89 0.11 0.67 0.33
OBJ-EXP 0.05 0.95 0.02 0.98
SUBJ-EXP 0.03 0.97 0.05 0.95
TRANS 0.96 0.04 0.75 0.25

5.4.2 Estimating Prior Probabilities

As discussed in Section 5.3.2.3, the prior probability represents the probability of any verb

allowing passivization. In other words, the prior is the estimation of what the child knows

about passivization independent of input frequencies and encapsulates both the child’s

66P(vfi ∣+pass) can be read as the probability of a feature (fi) with a particular value, v, which is either
+FEATURE or –FEATURE, in the set of verbs used in the passive in the input (+pass). For example, for Table
5.3, the probability of a +TRANSITIVE verb in the active voice (i.e., P(+Trans∣−pass)) is 0.75 or 75%.
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grammatical knowledge of the passive as well as the child’s ability to deploy that knowl-

edge. But, while we can estimate likelihood probabilities from the input frequencies, it

is unclear a priori what the prior on passivization should be. Thus, as a first attempt at

developing an explicit instantiation of an acquisition theory, I will use this opportunity to

define what the prior would need to be in order for five-year-olds to passivize the verbs

they do, assuming they were learning from the frequency of these lexical and syntac-

tic features in their input. That is, because we have empirical estimates of the likelihood

(from input frequencies) and the desired output behavior (i.e., the ability to passivize all

five lexical semantic profiles of interest), I can derive an estimate for the prior on pas-

sivization that generates the desired output behavior when that prior and the likelihood

are combined. This estimated prior can be interpreted as how costly five-year-olds would

view passivization to be as a linguistic structure, irrespective of which verbs it applies to.

It is important to note here that the notion of how costly a linguistic structure is can be

attributed to either difficulty with derivations of a complex grammatical structure or the

processing cost of deploying such a structure or a combination of both. I return to this

discussion in Section 5.7.1.

To calculate the necessary prior, P(+pass), for a verb in the +pass class (as in Equation

5.3), I compare the likelihoods of +pass and −pass, which I refer to as l+pass and l−pass,

respectively. The logic behind this mathematical derivation is shown in Equations 5.5a-

5.5d. To start in Equation 5.5a, for the five lexical profiles that we want the model to

successfully predict as passivizable, the posterior probability of a verb that has one of

those five profiles in the +pass class, i.e., P(+pass∣vf1 . . .vfn), needs to be greater than the

posterior probability of that verb in the −pass class, i.e., P(−pass∣vf1 . . .vfn). Given the

posterior calculations in Equation 5.3, we can replace the terms in Equation 5.5a with the

prior ⋅ likelihood equivalents as shown in Equation 5.5b. In Equation 5.5c, because the

sum of the probabilities of a verb allowing passivization and not allowing passivization

is assumed to be 1, P(−pass) is replaced with its equivalent 1 − P(+pass). “Solving” for
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P(+pass) in Equation 5.5c will give us a way to calculate the prior probability using the

likelihood ratio shown in Equation 5.5d. This likelihood ratio will help us to determine

the minimum the prior would need to be to allow passivization of the verb in question. I

show a sample calculation of the minimum P(+pass) for the verb annoy in Table 5.4.

P(+pass∣vf1 . . .vf8) >P(−pass∣vf1 . . .vf8) (5.5a)

l+pass ⋅P(+pass) >l−pass ⋅P(−pass) (5.5b)

l+pass ⋅P(+pass) >l−pass ⋅ (1−P(+pass)) (5.5c)

P(+pass) > l−pass

l+pass + l−pass
(5.5d)

Table 5.4: Calculation of the likelihood probability (lpass) and the prior probability
(P(+pass)) for annoy, given the likelihood probabilities of its feature profile. The like-
lihood ratio indicates the minimum +pass prior probability could be and still allow pas-
sivization for the profile of the verb annoy.

Profile Profile of Likelihood Likelihood
Features annoy P(vfi ∣+pass) P(vfi ∣−pass)
ACTIONAL 0 0.076 0.110
STATIVE 1 0.067 0.092
VOLITIONAL 1 0.915 0.768
AFFECTED 1 0.847 0.528
OBJ-EXP 1 0.050 0.017
SUBJ-EXP 0 0.974 0.948
AGT-PAT 0 0.127 0.365
TRANS 1 0.940 0.710
∏
fi∈F
P(vfi ∣cpass) of annoy l+pass l−pass

0.0000223071 0.0000171389
Prior minimum l−pass

l+pass+l−pass
0.434

5.4.3 Selective Use of Lexical Features

As previously discussed, although all eight lexical features are available to children in

their linguistic input for verbs in the passive voice, children’s intake, or what is harnessed
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by children, may not be a direct reflection of their input. In other words, the distributional

information of the lexical features that children are utilizing for this learning problem may

be a “filtered” version of their linguistic intake. In developmental computational model-

ing, differences in children’s input and intake may be operationalized as a modeled child

selectively attending to the available information and applying an input filter that causes

them to ignore information that is otherwise available in their input (Pearl and Weinberg,

2007; Gagliardi et al., 2012; Lidz and Gagliardi, 2015; Gagliardi et al., 2017). The Bayesian

model that is implemented in this chapter includes the possibility that children may be

selectively attending to a proper subset of the eight lexical features that are available in

their linguistic input in addition to attending to all eight lexical features.

While there are many ways to implement selective attention, I adapt the modeled

child to filter the input by selectively attending to one or more features in a categorical

fashion.67 That is, when a feature is attended to, it is completely heeded (i.e., the child

incorporates its information with a probability of 1); when it is not attended to, it is com-

pletely ignored (i.e., the child incorporates its information with a probability of 0). No

other weighting of features is used. This selective attention impacts the likelihood calcu-

lation, as shown in Table 5.5 for the verb annoy, when only the features ACTIONAL and

TRANSITIVE are heeded. The other six features (which appeared in Table 5.4) are ignored

in the calculation. From this example calculation, selectively attending to a subset of the

eight lexical features yields a passive prior minimum above 0.50 (compared to 0.43 in Ta-

ble 5.4), which indicates the child would need to slightly favor passivization in order for a

verb with a lexical profile of [-ACTIONAL, +TRANSITIVE] to be classified as passivizable.

To reiterate, the model in which the child is only attending to ACTIONAL and TRANSITIVE

is failing to yield five-year-old passivization behavior because it requires passivization to

be easier than not (with a prior >0.50) in order for five-year-olds to passivize Profile 2

67For examples of input filtering that are not strictly categorical, see Gagliardi et al. (2017) and Forsythe
and Pearl (2020). I leave it to future work to test how the results would differ when input filtering is opera-
tionalized in a different manner.

130



verbs. But, since I am assuming that passivization should be harder than not for children,

this model fails in its evaluation.68

Table 5.5: Calculation of the likelihood probability (lpass) and the prior probability
(P(+pass)) for the verb annoy if only the features ACTIONAL and TRANSITIVE (TRANS)
were attended to. The likelihood ratio indicates the minimum the +pass prior probability
could be and still allow passivization for the profile of the verb annoy

Profile Profile of Likelihood Likelihood
Features annoy P(vfi ∣+pass) P(vfi ∣−pass)
ACTIONAL 0 0.076 0.110
TRANS 1 0.940 0.710
∏
fi∈F
P(vfi ∣pass) of annoy 0.0714 0.0781

Prior minimum l−pass
l+pass+l−pass

0.522

With this in mind, I compare models of different input filters to investigate if there is

any subset of features from the set of eight capable of yielding five-year-old passivization

behavior. Given that each of the eight lexical features can either be heeded or not, there

are 256 possible input filters that we can do model comparisons for (28 = 256).69 Notably,

these possible models that I evaluated include paying attention to all of the lexical features

or none of the lexical features.

5.5 Evaluating Model Success

Here, there are two benchmarks that the Bayesian model must meet in order to be con-

sidered a successful model: (i) prior minima are calculated for each of the five lexical

profiles of interest and (ii) the prior minimum for +pass class is <0.50. Recall that the

prior probability represents the cost of passivization for children independent from input

frequencies. I assume for this model that passivization is harder than not (i.e., more costly

in whatever relevant sense than other linguistic structures that could have been used) and

68This suggests that the number of successful models would change if we were to set a different threshold
for the prior. Future work would need to be done to motivate a different prior threshold and the testable
predictions of the models that are set to that different threshold.

69See Appendix A.4 for a table of all 256 input filters considered for this investigation.
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thus the prior minimum should be <0.50. As shown in Section 5.4.2, a prior minimum is

the minimum prior that is needed in order for the posterior probability to be greater than

0.50. This means that we can rely on just the prior minimum in order to assess whether

the modeled child would predict a verb to be passivizable. So, if the goal of the modeled

child is to classify Profiles 1-5 as passivizable and the prior minimum needs to be <0.50,

then a model with a particular input filter is considered successful if the prior minimum

for each of the five lexical profile is <0.50.

Take Table 5.4 and Table 5.5 as examples of two models for comparisons. Since the

verb annoy belongs to Profile 2 and Profile 2 verbs should be classified as passivizable by

age 5, we want to evaluate whether the prior minimum calculated for Profile 2 through

two types of input filters is <0.50. In Table 5.4 where the modeled child is heeding to

all eight lexical features equally, the feature input frequencies for annoy yield a passive

prior minimum of 0.44. So, this model would predict that annoy should be passivized by

five-year-old children, based on the lexical and syntactic feature frequencies considered

here. In Table 5.5 where the modeled child is only heeding two lexical features, ACTIONAL

and TRANSITIVE, the passive prior minimum is 0.52, which fails our benchmark of prior

minima needing to be <0.50. Thus, this model, implementing a particular input filter, is

interpreted as failing to yield five-year-old passivization behavior.

5.6 Model Comparisons and Connections to Passive Behavior in 5-Year-

Old Children

We can start with the initial assumption that children are attending to all the features

available in the input (ALL FEATURES) and thus no information is filtered out. Table 5.6

shows the minimum +pass prior necessary for passivization of each of the five lexical

profiles of interest.

Recall that if we assume that the passive should be more costly than not, we should
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Table 5.6: The minimum priors on the passive structure required to yield five-year-old
passivization behavior for the five lexical profiles of interest, when all features are heeded.
Priors below 0.50 are in bold.

carry annoy find forget hate
1 2 3 4 5

ALL FEATURES 0.21 0.43 0.81 0.98 0.99

look for +pass priors <0.50 as a reasonable estimate. When all features are heeded, only

verbs from profiles 1 and 2 have a prior like this (profiles 3-5 require a prior that sig-

nificantly or nearly exclusively favors passivization: 0.81-0.99). This would mean that in

order to passivize verbs from profiles 3-5, five-year-olds would need to find the passive

very, very easy – this is what prior minimums that high would indicate. Given experimen-

tal evidence to the contrary (e.g., Stromswold et al., 2002; Collins, 2005b; Hirotani et al.,

2011; Huang et al., 2013; Mack et al., 2013; Feng et al., 2015; Deen et al., 2018), it seems that

if five-year-old children were attending to the input frequency of all these features, they

would be unlikely to generate their observed passivization behavior for these five verb

profiles. I interpret this result to mean they may not be attending to all these features.

With this in mind, we can investigate if there is any subset of features from our set

of eight capable of yielding five-year-old passivization behavior. There are 256 possible

filters, given that each of the 8 features can be heeded or not (28 = 256). Table 5.7 shows

the successful filters capable of yielding passive prior minimums less than 0.50, of which

there were only two. So, our model can generate the observed five-year-old passivization

behavior as long as children either attend to the TRANSITIVITY feature exclusively, or

attend to both the TRANSITIVITY and OBJECT-EXPERIENCER features. These are the only

two cases where the minimum passivization prior is below 0.5 for all five verb profiles.

So, this model would predict that five-year-olds can find the passive harder than not (a

passivization prior <0.50) and passivize the verbs they have been observed to, as long as

they attend to only the TRANSITIVITY of the verbs in their input or the TRANSITIVITY and

OBJECT-EXPERIENCER feature.
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Table 5.7: Successful input filters that yield minimum priors on passivization below 0.50
and still generate five-year-old passivization behavior for the five lexical profiles of inter-
est, given different collections of features to selectively attend to.

carry annoy find forget hate
1 2 3 4 5

TRANS 0.43 0.43 0.43 0.43 0.43
TRANS+OBJ-EXP 0.44 0.21 0.44 0.44 0.44

5.7 Discussion

Using developmental modeling, I have provided empirical evidence for two ideas: (i)

English-speaking children’s passivization behavior can be explained by a model accord-

ing to which they selectively attend to the available lexical feature information in their

input (i.e., filtering their input), and (ii) children view the passive structure as somewhat

costly a priori, though not excessively so, i.e., less than 0.5, but not really close to 0 – see

discussion in the next subsection. I demonstrated this via an existence proof implemented

in a Bayesian developmental model that was able to prefer passivization for the five verb

profiles that five-year-old English-speaking children comprehend the passive for, when

the model was given a realistic sample of English child-directed speech to learn from.

Importantly, because the Bayesian model incorporates both likelihood and prior informa-

tion, I was able to not only formalize how children harness the information available in

their input but also to quantify how costly English-speaking five-year-olds would view

the passive structure to be, in the form of a prior on passivization.

5.7.1 Interpreting the Passivization Prior

How exactly can we interpret the estimates on the passivization prior? I reiterate that

this prior on the passive structure can include both the child’s prior knowledge about

which verbs are passivizable and the passive structure itself, as well as the child’s ability

to deploy that passivization knowledge in real time during an experiment. Given this, a
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plausible assumption could be that the perceived cost of the passive structure is fixed –

that is, the a priori passive structure cost does not vary by verb or verb class.70 With this

in mind, the highest minimum prior can be viewed as an estimate of the perceived cost

because that cost is the least it could be and still allow five-year-olds to generate the correct

passivization behavior for all five profiles. Looking at the model that is only heeding

TRANSITIVITY+OBJECT-EXPERIENCER in Table 5.7, the minimum prior that would be able

to passivize a verb in all five lexical profiles is 0.44. Because this prior is the minimum,

any prior that is below this number would not be able to meet the passivization threshold

for that profile. This means that even through a prior of 0.21 would be able to passivize

Profile 2, it would be unable to passivize Profiles 1, 3, 4, and 5. A prior of 0.44, in contrast,

would be able to passivize Profile 2 because this prior is greater than 0.21.

For the two successful models in Table 5.7, the minimum priors yield an estimate of

0.43-0.44 which is noticeably not much below 0.50. This suggests that by five years old,

English-speaking children would not a priori view the passive as that expensive a struc-

tural option. This is because although I make the assumption that passivization should

be more costly than not (hence, the prior should be less than 0.50), the minimum pri-

ors yielded in these successful models could have been anywhere between 0 and 0.50. A

minimum prior closer to 0 would have meant that passivization was extremely costly for

children. So because the successful models in this study had minimum priors of 0.43-0.44,

I have interpreted this to mean that passivization is costly but not excessively so.

5.7.2 Predictions and Consequences

There are several open questions that these results raise. First, while the present model

assumes that the verb features are independent from each other, it might be that these

features are correlated to each other or the set of features might be reducible to a different

70If, however, there is reason to believe that the cost of the passive did vary by verb or verb class, perhaps
because children’s input experience strongly determined which verbs they even considered passivizable,
then the model could be modified to allow for multiple passive priors.
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set. We might then wonder how the relationship between the lexical features could impact

the developmental model, as the likelihood calculation would change, on the basis of

these correlations or feature reduction. In particular, if the features are not independent,

we would not calculate the likelihood by multiplying their independent likelihoods (e.g.,

p(ACTIONAL=1∣+pass)*p(AGT-PAT=1∣+pass)). Instead, we would need to calculate joint

likelihoods for correlated features (e.g. p(ACTIONAL=1,AGT-PAT=1 ∣+pass)).

Given the current results however, these correlations seem unlikely to impact the qual-

itative results I found related to the features five-year-olds would need to attend to versus

ignore. In particular, I would predict that if features are in fact correlated, they should

either both be attended to or both be ignored by children. I found only two filters that

are predicted to lead to five-year-old passivization behavior: attending to TRANS(ITIVITY)

only, or attending to TRANS and OBJ(ECT)-EXP(ERIENCER). Therefore, on this model all

the other features were ignored – so, even if any of these other features are in fact corre-

lated, this would be irrelevant since they were all ignored. For the case where two features

are attended to (TRANS+OBJ-EXP), it is possible that TRANS is correlated with OBJ-EXP;

this seems less likely because TRANS is a syntactic feature while OBJ-EXP is a lexical se-

mantic feature. However, if these two features were in fact correlated, then perhaps it is

not surprising that the only two successful filters involved TRANS and TRANS+OBJ-EXP.

A second open question relates to the target state I assumed in this study: the five

verb profiles that five-year-olds are thought to be able to passivize, on the basis of the

synthesis of experimental studies from Chapter 2. To check whether these profiles actually

are available to five-year-olds, I should evaluate five-year-old comprehension of other

verbs in these profiles as well as their behavior on novel (i.e., nonsense or nonce) verbs

are also in these profiles. If five-year-olds do understand other verbs in these five profiles,

I have additional support that they represent the appropriate target knowledge in five-

year-olds.

A third open question relates to the specific input filters discovered by the current de-
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velopmental modeling results for English-speaking five-year-olds. In particular, the de-

velopmental model suggests that five-year-olds must attend to TRANS to understand the

passives that they do, and they may also attend to OBJ-EXP. This is a testable prediction

for the features that five-year-olds should be sensitive to in a behavioral study involving

verbs with and without these features. In particular, are five-year-olds particularly atten-

tive to these features when deciding if a verb can be passivized? A novel verb learning

task may be able to evaluate this and is the focus of the next chapter in this dissertation.

The developmental model here allows us to make predictions about children’s expected

success for the different feature combinations (i.e., by calculating the posterior in Equa-

tion 5.3). I can compare these predictions against the behavioral results obtained from

this experiment to see if either of the predicted input filters do indeed seem to be active

in five-year-olds.

A fourth open question concerns the size of the hypothesis space that children are

navigating through in order to learn the target adult grammar and how these hypothe-

ses map onto possible human languages. As previously discussed, the hypothesis space

that children are presumably navigating through is large given that we have attempted

to narrow down the number of lexical features to this set of eight lexical features, i.e.,

256 input filters for whether or not to heed a particular lexical feature. The hypothesis

space is even bigger once we consider that after the input has been filtered based on these

lexical features, the child then would have to learn whether the target adult grammar

contains +FEATURE or –FEATURE. Barring any other external pressures that may reduce

this hypothesis space (i.e., either from UG-related pressures or otherwise), the hypotheses

that make up this space could in theory map onto possible grammars for humans. Future

work is needed to address these possible external pressures and/or how children can ef-

ficiently navigate a large hypothesis space. Cross-linguistic variation could be used to a

learning theory that constrains the child’s navigation of her hypothesis space such that
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some hypotheses are more likely than others.71 As previously noted in Chapter 2, Keenan

and Dryer (1981) describes a set of one-way implicational relationships: (i) if a language

has passives of STATIVE verbs (e.g., lack, have, etc.) then it has passives of verbs denoting

events; (ii) if a language has passives of intransitive verbs, then it has passives of transitive

verbs. Landau (2010) has also observed that there are some languages that systematically

do not passivize +SUBJECT-EXPERIENCER verbs such as Irish and Scots Gaelic. Although

this dissertation is focused on English verbal passives, the hypothesis space for children’s

development of input filters (i.e., which lexical features are heeded in order to arrive at the

set of verbs that passivize in the target adult grammar) could be constrained to account

for these cross-linguistic variations.

A fifth open questions concerns the modulation of the passivization prior. Because the

passivization prior encompasses both children’s structural representation of the passive

as well as their ability to deploy this knowledge in real time during an experiment, it is

conceivable that children’s behavior may change when presented with experimental ma-

nipulations that may alleviate factors that could possibly hinder their ability to deploy

their linguistic knowledge. For example, Deen et al. (2018) found that when the discourse

context was manipulated such that the internal argument of the passive was topicalized,

young children’s accuracy on long –ACTIONAL passive sentences rose to a rate of 89%,

compared to 55% in the baseline condition (where the context was kept neutral). Deen

et al. also found that when the test sentence is repeated, young children’s accuracy on long

–ACTIONAL passive sentences also improved (a rate of 83.3%) compared to the baseline

condition (i.e., only one instance of the test sentence). So while the likelihood probabili-

ties that children are calculating from their linguistic input are presumed to be consistent

regardless of experimental methodology, manipulations of the discourse topic in an ex-

perimental context or the number of times children are presented with the test sentence

71Some evidence that not all hypotheses in a hypothesis space have to manifest as actual natural lan-
guages comes from word order (https://wals.info/feature/81A#2/18.0/153.1) and suppletion
(Bobaljik, 2012).
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could be modulating the passivization prior such that children’s ability to deploy their

linguistic knowledge is facilitated leading to improved performance.

And lastly, while the focus of this study was on investigating the passivization behav-

ior of five-year-old children, we can also apply the same methodology to modeling the

passivization behavior of three- and four-year-old children. Given existing empirical data

on familiar verb comprehension described in Chapter 2 and the analysis of child-directed

speech to three- and four-year-old children described in Chapter 3, the developmental

computational model can evaluate how input filters needed to model the passivization

behavior of younger children differ from the five-year-olds and generate testable predic-

tions of how younger children would comprehend familiar and novel verbs from certain

lexical profiles in the passive.

5.8 Summary

To concretely investigate the possibility that it is changes to children’s intake that causes

the observed developmental asymmetry, I have described a developmental computational

model that aimed to capture the developmental trajectory that we observed in children’s

behavior. An important contribution of this developmental modeling approach is that

it provides a way to be explicit about (i) how children use the input available to them

when comprehending the passive, and (ii) how costly children perceive the passive struc-

ture to be. In particular, I can define what children’s selective attention could look like

with respect to lexical features and the cost that the passive structure could have for five-

year-olds. This work underscores the utility of developmental modeling for researchers

concerned with both representations and the acquisition process. Through an empirically

grounded mathematical model of English-speaking children’s acquisition of the passive,

I have specified a theory that incorporates both the learning process and the representa-

tions involved in that learning process, as well as provided promising future directions

for a more complete understanding of the developmental trajectory.

139



The results of the computational models that were successful at capturing five-year-

old children’s passivization behavior suggest that if input to five-year-old children were

restricted to the TRANSITIVITY and OBJECT-EXPERIENCER features, then children’s behav-

ior would match the observed developmental trajectory, i.e., five-year-old children would

successfully comprehend the passive of novel verbs from Profiles 1-5. I test these pre-

dictions in a behavioral study where I provided participants with linguistic input that is

restricted to these lexical features while teaching them novel verbs from particular lexical

profiles. I will describe this study and its results in the next Chapter.
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6 ∣ Relying on Lexical Features to

Classify Novel Passivizable Verbs72

6.1 Introduction

The results of the computational developmental model in the previous chapter suggest

that (i) children may not be harnessing all of the lexical information available to them

in the input; and (ii) children may be attending to specific features in order to success-

fully arrive at the proper classification for passivizable verbs by age five. In this chapter,

I aim to assess the predictions of the computational model by evaluating children’s com-

prehension of novel (i.e., nonsense or nonce) verbs in the passive form. I am assuming

that passivization is a classification that applies to classes of verbs that are defined by

lexical features. So, a verb class defined by some set of lexical feature values (e.g., TRAN-

SITIVITY and TRANSITIVITY+OBJECT-EXPERIENCER) can either be classified as +pass or

not (−pass). But if the verb class is classified as +pass, then any new member (i.e., verb)

of the class should also inherit the +pass classification and be passivizable. In contrast,

if the class is −pass, then new members of the class would not inherit a passivizability

classification.

In the behavioral study that I present in this chapter, I tested the features highlighted

by the two computational models that were successful at characterizing a five-year-olds

passive behavior, namely TRANSITIVITY and (STATIVE) OBJECT-EXPERIENCER. These com-

putational models make the prediction that if input to five-year-old children were re-

72The behavioral study in this chapter has been presented at BUCLD45 as part of a collaboration with
Letitia Naigles. I’d like to extend special thanks to Renato Lacerda for being the voice of Batson the alien,
Jinman Jiang and Coral Olmeda for being wonderful alien interlocutors, and Sarah Deangelo and Shuyan
Wang for assisting in data collection.
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stricted to these two lexical features, then children’s behavior would match the observed

developmental trajectory, i.e., five-year-old children would successfully comprehend the

passive of novel verbs from Profiles 1-5. Because the LEXICAL SEMANTIC PROFILE HY-

POTHESIS predicts successively larger subsets of these five lexical profiles (such that older

children comprehend passives of verbs from more lexical profiles than younger children),

children older than 5 would also be able to comprehend passives from all five lexical pro-

files. For children younger than 5, because the computational model is only a model of a

five-year-old child’s passivization behavior, it makes no prediction for how these younger

children should perform.

Although the computational model does not predict lexical features outside of TRAN-

SITIVITY and (STATIVE) OBJECT-EXPERIENCER to matter, I also tested the additional lexi-

cal semantic feature AFFECTEDNESS in this behavioral study. This is because while most

studies tended to focus on children’s behavior on real and familiar verbs in the passive,

Pinker et al. (1987) actually tested English-speaking children’s comprehension of novel

verbs in the passive form and found that AFFECTEDNESS is a lexical semantic distinction

that impacted children’s performance on the passive (see Chapter 2 for more details of this

account). It is an empirical question whether the results of Pinker et al. (1987) would gen-

eralize to the present behavioral study. In their study, Pinker et al. (1987) found that three-

to five-year-old children were less willing to allow passivization of novel verbs when the

logical object was unaffected. Since Gordon and Chafetz (1990) found that children can

represent a stationary entity as a main affected object if it undergoes a state change, I used

this definition to define whether an object was (un-)affected.

From an empirical standpoint, it is unclear how children should behave with regards

to novel verbs formed from these five lexical profiles outside of the studies conducted

by Pinker et al. (1987). But if the assumption that new members of a verb class should

inherit any passivization classification (as mentioned above), then these lexical features

should be highly predictive of children’s performance on the passive forms of these novel

142



verbs. Specifically, when presented with linguistic input that is restricted to a particu-

lar set of lexical features, five-year-old children are predicted to exhibit a similar pattern

of performance as they did in the Truth Value Judgment Task described in Chapter 4.

Specifically, that children are predicted to be successful at comprehending the passives of

all verb classes except for SUBJECT-EXPERIENCERS. If, however, Pinker’s (1989) “Affected-

ness Constraint” holds (that children’s performance is impacted by whether the object of

the passive undergoes a state/location change), then children’s performance should pat-

tern accordingly such that five-year-old children should be less likely to comprehend the

passive of a –AFFECTED verb.

6.2 Experiment

I aim to assess if English-speaking children can reliably comprehend nonce verbs in the

passive given a tightly controlled input as predicted by the developmental computational

model described in Chapter 5 in addition to predictions of Pinker’s (1989) “Affectedness

Constraint”.

6.2.1 Participants

The experiment described below was tested with 66 children (4;01-13;02, mean age=7;10)

recruited from Connecticut daycares, the Connecticut Science Center, and families from

the UConn KIDS database. Nine children were excluded from the final data analysis in

cases where they did not exhibit competence in the task during the training phase. The

Results section reflects data collected from 57 children (4;01-13;02, mean age=8;03). Al-

though the child participants’ ages ranged from 4 to 13 years, there are three age groups of

interest based on the predictions of the developmental computational model from Chap-

ter 5: (i) five-year-old children, (ii) children younger than five, and (iii) children older than

five. Thus, the participant breakdown by age group is shown below in Table 6.1.

As adult controls, 36 undergraduate students were recruited from the University of
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Table 6.1: Number of participants and mean age of the child participants broken down
into three age groups.

Age Group # of Participants Mean Age
four-year-olds 5 4;08
five-year-olds 8 5;06

older than five years 44 9;01

Connecticut Department of Linguistics Participant Pool. Three adults were excluded from

the final data analysis for failing on the filler control items. The Results section thus re-

flects data collected from 33 adults. All participants were native speakers of US English.

6.2.2 Method

The methodology used in the present study is a combination of a novel-verb learning task,

a picture-selection task, and a grammaticality judgment task. After learning the meaning

of a novel (i.e., nonce) verb, participants were asked to apply that knowledge to a picture-

selection task where they had to choose the picture that matched the test utterance. Par-

ticipants were also asked to indicate if they thought the test utterance was unacceptable

by choosing a picture containing a red ⊘. This option for unacceptability allowed partic-

ipants an additional choice whenever they encountered a verb that they could not com-

prehend in the passive. Most behavioral studies investigating children’s behavior on the

verbal passive often give participants two choices, either the passive interpretation of the

verb or the active interpretation. In these studies, if it was the case that participants were

sure that a verb was incompatible with the passive interpretation, they would have no

choice but to choose the only remaining option, which is the one that corresponds to the

active interpretation of the verb. By adding the option of the red ⊘, we may be able to

observe how participants behave when they fail to comprehend a novel verb in the pas-

sive. Specifically, in the case where participants reject the passive of a novel verb, do they

assume that the test utterance is unacceptable (and thus choose last picture containing the

⊘) or do they default to choosing the picture that corresponds to the active interpretation
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of the verb.

6.2.2.1 Procedure

This task was carried out by a single experimenter using a laptop computer displaying

animated clipart and video clips in Microsoft PowerPoint. All participants went through

a training phase (with corrective feedback) in order to familiarize them with the task

before moving on to the test phase.

Training Phase. Participants were told that an alien named “Batson" was going to teach

them new words in “alien-speak” by showing them a short video clip and some cartoon

animations. They were then introduced to a picture-selection task where they needed to

select which of the three pictures presented to them best matched the alien’s utterance. As

shown in Figure 6.1, the first two pictures always showed real scenes while the third pic-

ture was crossed out with a red ⊘. Participants were told that the alien sometimes liked

to play pranks by saying sentences that “don’t quite sound like something [the partici-

pant or the experimenter, a native English speaker] would say”. They were instructed to

choose the third picture (containing the red ⊘) whenever the alien is playing such a prank

as shown in Figure 6.2. All training items where participants were supposed to choose

the red ⊘ were test sentences that contained a subject-verb agreement error (e.g., *The dog

have chasing the cat). This forced participants to pay attention to the verbal morphology of

the test sentences in order to decide whether the test sentence is acceptable in English. Er-

rors in verbal morphology in the training phase most closely resembled comprehending

a non-passivizable verb in the passive and thus serve as appropriate training for partic-

ipants in this task. Participants are ultimately asked to make two decisions in the task:

(i) whether the test utterance sounds acceptable in English; and (ii) if the test utterance

sounds acceptable, which of the two cartoon panels match the test utterance.

Additionally, participants were told that the other aliens, besides Batson, were natu-
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Figure 6.1: An example from the training phase where the target answer is the first picture
from the left. Participants were always shown three pictures where the first two pictures
depict real scenes and the third picture is always a red ⊘.

Figure 6.2: An example from the training phase where the target answer is the third pic-
ture from the left containing the red ⊘.

rally blue but that if these blue aliens had a feeling, they would appear as a different color

externally to reflect their feelings as shown in Figure 6.3. Participants were not informed

which feelings these colors correspond to and did not observe these aliens undergo a

change in their coloring. This caveat allowed participants to be tested on novel stative

psych verbs in a manner that was both as simplistic and as contrastive as the novel even-

tive verbs in this study.
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Figure 6.3: An example from the training phase where participants were introduced to
aliens that would later appear in the experiment. Participants were told that these aliens
were naturally blue (left) but could change colors externally depending on the feelings of
their aliens (right).

Learning Phase & Testing Phase. Each verb was tested as a separate unit from each

other and went through the same procedure: (1) video dialogue, (2) visual scenes, (3)

test phase. First, when the participant was ready to learn a new verb, the participant

watched a short conversation between two blue aliens where they got to hear the novel

verb used in a linguistic context. Yuan and Fisher (2009) found that watching dialogues

was effective in teaching two-year-old children syntactic information about a novel verb.

Then, participants were shown visually what these verbs meant. They were shown two

different instances of the visual context where this verb could be used felicitously.

After the Learning Phase, the Test Phase consisted of four test items where partici-

pants heard the test utterance from the alien and chose between three pictures each time.

When this was done, the participant moved on to either the Learning Phase of the next

novel or a filler control item. Figure 6.4 shows the procedural order of the Learning and

Test Phase for an example novel verb. In order to ease the participants into this elaborate

task, for the first two verbs, participants received two actives and two passives as test sen-

tences, whereas for the last three verbs they received one active and three passives as test

sentences.
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Figure 6.4: Procedure of an example novel verb, moop

6.2.2.2 Materials

Novel Verbs. Of the four lexical features of interest, TRANSITIVITY, STATIVITY, OBJECT-

EXPERIENCER, and AFFECTEDNESS, five classes of novel verbs were created using combi-

nations of these four features and two novel verbs were created from each class for a total

of 10 novel verbs used in this study. I will refer to these verb classes that are specifically
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tested for this study as the "(five) novel verb classes". Table 6.2 shows the lexical profiles

of the 10 novel verbs used in the experiment. Table 6.3 shows the intended meanings of

these 10 novel verbs.

Table 6.2: Lexical profiles of the 10 novel verbs as a combination of TRANSITIVITY
(TRANS), STATIVITY (STAT), AFFECTEDNESS (AFFECT), and Object-Experiencer (OBJ-EXP)
and close approximates of their semantic categories.

Novel Verbs TRANS STAT AFFECT OBJ-EXP Close Linguistic Counterpart
blick, moop + + + + ≈ Object-Experiencers (ex. frighten)
gorp, keat + + - - ≈ Subject-Experiencers (ex. love)
gump, pell + - + - ≈ Eventive w/ Affected Object (ex.

hug)
doak, pilk + - - - ≈ Eventive w/o Affected Object

(ex. block)
floose, jape - - - - ≈ InTransitive (ex. fall)

Table 6.3: The meanings of the 10 novel verbs taught to participants along with their close
linguistic counterparts

Novel Verb Meaning in the Experiment Close Linguistic Counterpart
blick Subject is blue, Object is orange ≈ Object-Experiencers
moop Subject is blue, Object is purple ≈ Object-Experiencers
gorp Subject is green, Object is blue ≈ Subject-Experiencers
keat Subject is yellow, Object is blue ≈ Subject-Experiencers
pell Subject causes Object to spin ≈ Eventive w/ Affected Object

gump Subject causes Object to grow ≈ Eventive w/ Affected Object
doak Subject moves in front of Object ≈ Eventive w/o Affected Object
pilk Subject jumps over Object ≈ Eventive w/o Affected Object

floose Subject pulsates ≈ InTransitive
jape Subject teeters ≈ InTransitive
lup Subject falls sideways ≈ InTransitive

Video Dialogue For each novel verb taught, video recordings were made of two “alien

girls” talking to one another. Two women, whose faces were painted blue to simulate

them being aliens, were depicted conversing with each other. The goal of the video dia-

logue was to provide participants with some linguistic evidence of the novel verb’s lexical

features. Tables 3-11 shows example dialogues for each of the five novel verb classes.73
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Table 6.4: Example script of audio for doak (+TRANS, -STATIVE, -AFFECT)

Talker 1
Starting Question Did you hear?
(In-) Transitive + (Non-) Stative Frame Andrew is doaking Mary. He is

doaking Mary but nothing hap-
pens to her.

Emphasis on Obj/Subj Look what Andrew does!

Talker 2
In-Agreement Oh yeah!
Emphasis on Obj/Subj Lucky Mary!
(In-) Transitive + (Non-) Stative Frame He is doaking Mary. It’s cool when

Andrew is doaking Mary.

Table 6.5: Example script of audio for pell (+TRANS, -STATIVE, +AFFECT)

Talker 1
Starting Question Did you hear?
(In-) Transitive + (Non-) Stative Frame Andrew is pelling Mary. He is

pelling Mary and watch her go.
Emphasis on Obj/Subj Just look at Mary!

Talker 2
In-Agreement Oh yeah!
Emphasis on Obj/Subj Lucky Mary!
(In-) Transitive + (Non-) Stative Frame He is pelling Mary. When he is

pelling Mary, watch her go!

Table 6.6: Example script of audio for blick (+TRANS, +STATIVE, +AFFECT)

Talker 1
Starting Question Did you hear?
(In-) Transitive + (Non-) Stative Frame Andrew blicks Mary. He blicks

Mary and she feels it.
Emphasis on Obj/Subj Just look at Mary!

Talker 2
In-Agreement Oh yeah!
Emphasis on Obj/Subj Lucky Mary!
(In-) Transitive + (Non-) Stative Frame He blicks Mary. And ooh, Mary

feels it when Andrew blicks her.

–STATIVE verbs were always presented as observable animations (i.e. movement oc-

curred onscreen). On the other hand, +STATIVE verbs were always presented as still im-

ages where one of the two characters mentioned was a non-blue color, which was meant

to indicate to participants that the non-blue character was experiencing a feeling without

showing the change onscreen. This was done to avoid accidentally teaching participants

that these +STATIVE verbs were eventive.
73See Appendix A.5 for the video dialogue for all 10 novel verbs.
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Table 6.7: Example script of audio for gorp (+TRANS, +STATIVE, -AFFECT)

Talker 1
Starting Question Did you hear?
(In-) Transitive + (Non-) Stative Frame Andrew gorps Mary. Andrew

gorps her and he feels it.
Emphasis on Obj/Subj Just look at Andrew!

Talker 2
In-Agreement Oh yeah!
Emphasis on Obj/Subj Lucky Andrew!
(In-) Transitive + (Non-) Stative Frame Andrew gorps her. And oooooh,

Andrew feels it when he gorps
Mary.

Table 6.8: Example script of audio for floose (-TRANS, -STATIVE, +AFFECT)

Talker 1
Starting Question Did you hear?
(In-) Transitive + (Non-) Stative Frame Andrew is floosing. No matter

where he goes, Andrew is floosing.
Emphasis on Obj/Subj Just Look what Andrew does!

Talker 2
In-Agreement Oh yeah!
Emphasis on Obj/Subj I saw Andrew floosing yesterday!
(In-) Transitive + (Non-) Stative Frame When Andrew is by himself, he is

floosing the most. Watch Andrew
go!

Materials for the –TRANSITIVE novel verbs were constructed to be similar to the +TRANSITIVE

verbs. Table 11 shows an example of the audio dialogue that participants were presented

with during the Learning Phase. The visual contexts always showed one character on-

screen performing the intended action (e.g., only John is present for John is floosing.) Figure

6.5 shows an example of a test item for the –TRANSITIVE verb, floose. Because participants

were tested on –TRANSITIVE verbs in the passive (which would involve explicitly nam-

ing two characters) and the test items were create to be as similar as possible regardless

of TRANSITIVITY, the test items for the –TRANSITIVE verbs depict both mentioned char-

acters in each of the two pictures. These two characters do not interact with each other,

rather one character appears to be standing in the corner while the other character is in

the center performing the intended action. So for Figure 6.5 below, the first picture on

the left depicts Henry pulsating while Sara stands by and the second picture in the mid-

dle depicts Sara pulsating while Henry stands by. But while the expected answer for a
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–TRANSITIVE verb in the passive should be the third picture (which contains the red ⊘), it

is conceivable that participants may try to interpret the preposition by in the passive as a

locative preposition. Thus, participants may incorrectly interpret “Henry was floosed by

Sara” as “Henry was floosing by Sara” and choose the picture that corresponds to Henry

pulsating near Sara (the first picture on the left in Figure 6.5). I refer to this type of answer

in the –TRANSITIVE verb condition as the “LocativeBy” answer.

Figure 6.5: An example of a test item in the floose condition.

The 10 novel verbs were distributed pseudo-randomly across four lists such that, in

each list, participants received five novel verbs, one from each novel verb class. During

the Test Phase, each test item consisted of three pictures shown side-by-side onscreen as

exemplified in Figure 6.6. Starting from the left, the first and second pictures depicted

mirrored instances of the intended meaning of the novel verb.

So if moop meant that the subject is blue and the object is purple, hence an OBJECT-

EXPERIENCER verb, then a test item for that condition would have one character be purple

in one picture, and the opposite character be purple in the other picture. The last, third

picture, is always shown as a red ⊘. Test sentences were presented to participants through

pre-recorded audio clips spoken by a non-native English speaker, a male native speaker

of Brazilian Portuguese. The reason for choosing a non-native English was to avoid the
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Figure 6.6: An example of a test item in the moop condition.

potential oddness of encountering a test sentence that is syntactically ungrammatical in

English. Any perceivable non-native phonology in the recording of the test sentences did

not correlate with participants’ choice of the red ⊘.

6.2.3 Results

Data from children were evaluated based on the age of the children broken down into

three groups according to the predictions that could be made from the developmental

computational model regarding children’s passivization behavior: four-year-olds, five-

year-olds, and children six years and older. Discussion of results will revolve around

these three age groups and adults. For ease of exposition, I will refer to the five novel

verb classes by their close linguistic counterpart described in Table 6.2.

Overall, participants were uniformly accurate on the active test sentences (84-98%).

This suggests that child and adult participants were able to follow the complicated proce-

dure and gained enough from the linguistic input to accurately apply their knowledge of

these novel verbs in the active sentences.

I will first discuss participants’ performance on the +TRANSITIVE novel verb classes

(i.e., Eventives with Affected Object, Eventives with Unaffected Object, Object-Experiencers,
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and Subject-Experiencers) before turning to participants’ performance on –TRANSITIVE

novel verbs. Starting with the adult data shown in Figure 6.7, adults performed bet-

ter on Eventives (with Affected and Unaffected Objects) than Object-Experiencers (W =

130, p= .0078). Subject-Experiencers elicited the poorest performances, significantly below

those of Object-Experiencers (W= 170, p = .0078) and Eventives (W= 198, p = .0001).

Figure 6.7: Percentage of Correct Responses by verb class: Adults (Since red ⊘ was never
chosen, chance is set at 50%)

Figure 6.8 shows the distribution of accuracy rates for the adult participants broken

down by the four +TRANSITIVE novel verb classes. So for example, for the Eventive with

Affected Object verbs, 85% of adults were correct 100% of the time, 6% were correct 83%

of the time, 6% were correct 75% of the time, and 3% of the adults were correct 50% of the

time. This means that 28 out of 33 adult participants answered all of the test items cor-

rectly, two participants answered five out of the six test items correctly, two participants

answered three out of four test items correctly, and one participant answered two out of

four items correctly. Adults in this experiment received all 10 novel verbs and thus the

number of passive test items that they could receive for any one novel verb could either

be four or six (see Section 6.2.2.1). The spread of accuracy rates for adult participants espe-

cially for the novel OBJECT- and SUBJECT-Experiencer verbs suggests that adults were not

giving answers that were based on a consistent strategy (e.g., always choosing the picture
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that represented the active interpretation or the picture that represented the correct pas-

sive interpretation). Given that participants were presented these test items successively,

the inconsistency of answer choices further supports that adults were guessing in these

conditions.

Figure 6.8: Distribution of Accuracy Rates of the four TRANSITIVE Novel Verb Classes for
adult participants (N=33).

Turning over to the child participants, when we look at how often children choose

the third picture containing the red ⊘ for the four TRANSITIVE novel verb classes, we see

that children rarely judged passives of a TRANSITIVE novel verb to be ungrammatical.

Thus, for the following analyses of children’s performance on these novel verbs, chance

performance is set at 50% rather than 33% because participants are assumed to be mostly

choosing between two pictures when they are asked to comprehend a passive of a TRAN-

SITIVE novel verb.

Overall performance by the three age groups is shown in Figure 6.10. To see whether

the responses were consistent within each child participant, Figures 6.11 - 6.13 show the

distribution of responses for each age group broken down by the four +TRANSITIVE novel

verb classes. So for example, in Figure 6.11, there were five four-year-old child partici-

pants. 80% of the children answered all of the test items in the Eventive with Affected
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Figure 6.9: Distribution of Answer Types for the Transitive Novel Verb Classes for all child
participants (N=57).

Object condition correctly and 20% of the children were correct 33.33% of the time. Since

participants could have received either two or three passive test items per condition de-

pending on the list (see Section 6.2.2.1), this means that one child got one out of three test

items correct and four children got all test items correct (which can either mean two out

of two or three out of three items correct).

The particular comparisons that we are primarily concerned with are discussed in the

following sections.

6.2.3.1 Are Child Participants Successful Across All Verb Classes?

Children’s performance for each of the four +TRANSITIVE novel verb classes is shown

in Table 6.9. Compared to chance at 50%, most of the child participants were success-

ful across all verb classes. The exceptions would be the Subject-Experiencer class for the

four- and five-year-olds and the Eventives with Affected Object class for the five-year-old

children, where performance was not significant from chance.
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Figure 6.10: Percentage of Correct Responses by verb class: Children (Since red ⊘ was
almost never chosen, chance is set at 50%)

Figure 6.11: Percentage of correct responses by 4-year-old participants (N=5) broken
down by novel verb class.

Because the sample size for four- and five-year-old children is so low (five and eight

participants, respectively), I was unable to appropriately compare children’s performance
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Figure 6.12: Percentage of correct responses by 5-year-old participants (N=8) broken
down by novel verb class.

Figure 6.13: Percentage of correct responses by child participants 6 years and older (N=44)
broken down by novel verb class.

on the novel verb classes to each other. In the following section, I describe statistical anal-

yses of all 57 child participants, collapsing across all three age groups.

6.2.3.2 Affected vs Unaffected?

According to Pinker et al.’s (1987) “Affectedness Constraint”, child participants are pre-

dicted to be less successful at allowing passivization of –AFFECTED novel verbs than

+AFFECTED verbs. I thus compared children’s performance on Eventives with Unaffected

Object and Subject-Experiencers to Eventives with Affected Object and Object-Experiencers.
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Table 6.9: Performance by each age group for each verb class as compared to chance (50%).

Transitive Novel Verb Class % correct t df p
Four-year-olds

Eventives with Affected Object 81.82% 2.7509 4 <.05
Eventives with Unaffected Object 85.71% 3.1622 4 <.05
Stative Object-Experiencer 90% 4 4 <. 01
Stative Subject-Experiencer 46.67% -0.2498 4 ns

Five-year-olds
Eventives with Affected Object 65% 1.323 7 ns
Eventives with Unaffected Object 75% 2.0895 7 <.05
Stative Object-Experiencer 78.95% 3.566 7 <. 01
Stative Subject-Experiencer 33.33% -1.1831 7 ns

Six-year-olds and older
Eventives with Affected Object 89.81% 9.0704 43 <.0001
Eventives with Unaffected Object 98.23% 35.637 43 <.0001
Stative Object-Experiencer 77.97% 6.1469 43 <.0001
Stative Subject-Experiencer 74.76% 4.1295 43 <.0001

Children’s behavior across all age groups did not differ between –AFFECTED and +AFFECTED

novel verbs (W = 93, P = .48 by Wilcoxon Signed-Ranked Test).

6.2.3.3 Are Stative verbs different from Eventive verbs?

For the Truth Value Judgment Task described in Chapter 4, child participants were ob-

served to successfully comprehend Object-Experiencer verbs (which is a Profile 2 verb

and a –ACTIONAL verb) in the passive despite predictions by Maratsos et al.’s (1985) AC-

TIONALITY distinction, which would predict difficulty with passives of –ACTIONAL verb.

When children were taught novel Object-Experiencer verbs, their performance on these

verbs in the passive form did differ from novel Eventive verbs such that children were

better on passives of novel Eventive verbs than passives of novel Object-Experiencers (W

= 224, P = .03 by Wilcoxon Signed-Ranked Test). In the same Truth Value Judgment Task,

child participants were also observed to have more difficulty with passives of known

Subject-Experiencer verbs (i.e., Profile 5 verbs). Thus, if children’s behavior with passives

of novel verbs resembled their behavior with familiar verbs, then children are predicted
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to have more difficulty with passives of novel Subject-Experiencers than passives of Even-

tive verbs. This prediction is born out as children were more successful on novel Eventive

verbs than on novel Subject-Experiencers (W = 435, P = .0001 by Wilcoxon Signed-Ranked

Test).

6.2.3.4 Non-passivization of –TRANSITIVE verbs

Child participants were overall not accurate in their performance on passives of the –

TRANSITIVE novel verbs. Their percentage of accurate responses was 22%, which meant

that children were not consistently choosing the third picture (containing the red ⊘)

whenever they encountered a passive of a –TRANSITIVE novel verb. Figure 6.14 shows

the distribution of answer types for this condition. But although they were not accurate

in consistently choosing the the picture denoting ungrammaticality, they did choose this

third picture at a higher rate than with the +TRANSITIVE novel verbs. This suggests that

there are some generalizations that are in place that classify –TRANSITIVE as having a

−pass feature. When children were unwilling to judge the passives of –TRANSITIVE novel

verbs as ungrammatical, they were disproportionately choosing the LocativeBy answer

(i.e., the answer where the preposition by is interpreted as a locative).

6.3 Discussion

As mentioned in the previous section, because the sample size is very low for the four-

and five-year-old participant groups, I was not able to perform pair-wise comparisons to

assess young children’s passivization behavior for the five novel verb classes. Future work

should expand on these sample sizes in order to assess how young children’s performance

matches the predictions of the computational model. The following is a discussion of the

results from the younger and older children as well as the adult participants assuming

that these results hold up with a larger sample size.

Although the developmental computational model did not make any predictions for
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Figure 6.14: Distribution of answer types for the –TRANSITIVE novel verb classes for all
child participants (N=57).

how four-year-old children should behave, they were significantly above chance for all

of the +TRANSITIVE novel verbs except for the novel Subject-Experiencers. These results

would be in line with the empirical results from the Truth Value Judgment Task from

Chapter 4. However, for the five-year-old children, the computational model generated

the predictions that when the linguistic input is restricted to TRANSITIVE or TRANSITIVE

+ OBJECT-EXPERIENCER, the five-year-old children should succeed on the passives of all

+TRANSITIVE novel verbs that were created for this study. These predictions were not

borne out in the present behavioral study because five-year-old children’s performance

was not significant from chance for the Eventive with Affected Object novel verbs nor the

novel Subject-Experiencers verbs. When we look at the older children (ages 6 and up),

we see that children’s performance was significantly above chance for all four TRANSI-

TIVE novel verb classes. This is in line with the predictions of the model since the model

predicts that children should succeed on all novel verb classes by age 5 and thus older

children should be successful as well.
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In this study, I additionally tested predictions of Pinker et al.’s (1987) “Affectedness

Constraint” which suggests that children would be less successful at allowing passiviza-

tion of –AFFECTED novel verbs than +AFFECTED verbs. I did not find a difference in chil-

dren’s performance for the +AFFECTED verbs compared to the –AFFECTED verbs. If, how-

ever, Pinker et al.’s (1987) “Affectedness Constraint” is modified to not apply to Eventive

verbs (and thus Eventives with an Affected Object and Eventives with an Unaffected Ob-

jects are treated as the same verb class), then it would be able to account the differences

that we see in children’s performance for Object-Experiencer verbs compared to Subject-

Experiencer verbs.74

Turning over to the adult participants, they were predicted to perform similarly to

the adults in the Truth Value Judgment Task described in Chapter 4, i.e., performance

should have been at ceiling for the active and passive test items for all five novel verb

classes. However, this was not the case for the adult participants in the present behav-

ioral study. While adults were above chance in their performance on the Eventives with

an Affected and Unaffected Object and Object-Experiencers, they were no different from

chance with the Subject-Experiencers. For adults, this result is made even more surpris-

ing by their ceiling performance with these novel verbs in the active voice, which sug-

gests that participants had learned enough about the verbs’ meanings to accurately in-

terpret it in the active but not the passive for the novel Subject-Experiencers. So, while

adults excelled at picking the correct picture for the Object-Experiencer condition, they

were roughly at chance in the Subject-Experiencer condition. For example, for the novel

Subject-Experiencer verb, gorp, when adults were presented with the passive test item

“Sarah was gorped by Henry”, adults were equally likely to pick the correct picture where

Henry is green and Sarah is blue and the incorrect picture in which Sarah is green and

Henry is blue. The incorrect picture is compatible with either interpreting the passive of

the novel Subject-Experiencer as if it were an Object-Experiencer (with an Affected ob-

74See Ambridge et al. (2016) for grammaticality judgment and comprehension studies testing the predic-
tions of Pinker et al.; Pinker’s (1987; 1989) “Affectedness Constraint” in adults.
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ject) or interpreting the sentence as if it were an active sentence (i.e. taking the first NP

as the character that changes colors). Because the difficulty that we observe in adults for

the novel-verb learning study is not a difficulty that we observe in a behavioral study

with familiar verbs (see Chapter 4), these results can be interpreted in two ways: either

Subject-Experiencers as a class are not classified as passivizable and thus new members

are not inheriting any passivizable classification (+pass) or the lexical features that adults

are relying on in order to passivize novel verbs are not present in the restricted linguistic

input presented to adult participants in this study (e.g., VOLITIONALITY). If it is the case

that adults do not passivize Subject-Experiencers as a class, then their performance on fa-

miliar Subject-Experiencers can be viewed as learned exceptions from their input. As we

have seen in Chapter 3 for the corpus analysis of child-directed speech, children do hear

positive evidence (though rare) of passives of Subject-Experiencers. So children could be

learning that Subject-Experiencers in their language do passivize on a verb-by-verb basis.

If, however, it is the case that the restricted linguistic input given to adults was insufficient

for adults to assess whether the verb class that they are learning matches the verb class

that they do deem to be passivizable for Subject-Experiencers known in English, then

changing the restrictions on the linguistic input may improve performance by adults.

6.4 Summary

The purpose of the behavioral study presented in this chapter was to test the predictions

generated by the developmental computational model described in Chapter 5. Specif-

ically, I tested whether linguistic input that has been restricted to two lexical features,

TRANSITIVITY and OBJECT-EXPERIENCER, would be sufficient evidence for children and

adults to comprehend novel verbs of specific lexical profiles in the passive. The assump-

tion is that if certain verb classes are determined by children to be passivizable (i.e., have

a +pass classification feature), then any new member of the verb class will also inherit

the +pass feature and children would be able comprehend the verb in the passive. This
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inheritance should occur for new class member regardless of whether the verb is a real

verb in English or a novel (i.e. nonsense or nonce) one. In order to test these predictions, I

designed a novel verb-learning study where children and adults were taught novel verbs

from several lexical profiles by being presented with linguistic input that was restricted

to a few lexical features. Because the sample sizes for the four- and five-year-old chil-

dren were too small for a better understanding of their passivization behavior, I found

that across all age groups, novel SUBJECT-EXPERIENCER verbs elicited the poorest perfor-

mance. This poor performance was also observed in the adult participants, which is a

surprising results considering adults do not exhibit the same difficulty with passives of

familiar SUBJECT-EXPERIENCER verbs (e.g., hate, love, remember, etc.).

If it turns out that the predictions of the developmental computational model is not

borne out when the sample sizes for the younger children are expanded, this would be

evidence that the specific instantiation of the learning theory implemented in Chapter 5

does not represent a way in which the acquisition of the set of passivization verbs could

proceed. Furthermore, the difficulty observed in adults on the novel SUBJECT-EXPERIENCER

verbs but not on the familiar SUBJECT-EXPERIENCER verbs suggests that more research is

needed in order to fully understand the target adult grammar, which is a crucial metric

for evaluating future computational models. Apart from testing the predictions of the de-

velopmental computational model, the results of the novel verb-learning study expands

the current empirical data that we have for observed passive lexical verb asymmetry to

children’s behavior on the passives of novel verbs. In addition to the studies conducted

by Pinker et al. (1987), the methodology introduced in this chapter can be used to further

investigate the lexical verb asymmetry and the impact of a tightly controlled linguistic

input based on lexical features.
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7 ∣ Wrapping Up

7.1 Summary of Findings

The goal of this dissertation was to investigate how the English verbal passive would be

learned if we assume that the evidence is sufficient in the child’s environment as opposed

to being insufficient. To accomplish this, I investigated the source of a well-documented

developmental asymmetry (i.e., the PASSIVE LEXICAL VERB ASYMMETRY) through the

lens of lexical semantic features. Through a synthesis of experimental studies described

in Chapter 2 and a Truth Value Judgment Task described in Chapter 4 I confirmed as well

as expanded upon the empirical data on children’s linguistic behavior with regards to this

lexical asymmetry. By looking at the source of this developmental asymmetry, I investi-

gated whether the linguistic input to English-speaking children could be insufficient for

learning which verbs passivize in English. In a corpus analysis of child-directed speech

presented in Chapter 3, I found that some parts of this asymmetry can be explained by the

input frequency of passives but only through the lens of lexical features. That is, the verbs

that children seem to acquire the earliest for the passive share lexical features with the

most frequent verbs that children hear in the passive. Furthermore, I found that children’s

input of the passive is relatively consistent over time, which suggests that the trajectory

observed in children’s behavior with regards to passives of verbs from different lexical

semantic profiles must be the result of something internal to the child, and may be a re-

sult of developmental changes in children’s intake (i.e., what part of the linguistic input

is actually harnessed by children to acquire their grammar) rather than external changes

in children’s input.

The approach that I take for this dissertation where children’s development of the pas-
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sive is linked to internal changes in the child rather than external changes in the linguistic

input is (broadly) similar in spirit to previous theoretical approaches that assume some-

thing is changing internally to children (Borer and Wexler, 1987; Hirsch and Wexler, 2006;

Snyder and Hyams, 2015). However, these previous proposals have assumed that what

is changing internally in the child is the innate structural representation of the passive,

while I am assuming that it is children’s intake of the linguistic input with respect to lexi-

cal features that is changing. Importantly, I assume for this dissertation that the structural

knowledge of the passive is in place in young children.

The proposal that I present in this dissertation is similar in spirit to prior approaches

that make reference to certain lexical semantic features being more impactful for English-

speaking children’s development of the passive (Maratsos et al., 1985; Pinker et al., 1987;

Liter et al., 2015; Messenger et al., 2012); but instead of considering only one or two lexi-

cal features, I consider that verbs can be classified based on the combination of all of the

proposed lexical semantic features, which I refer to as a verb’s lexical semantic profile.

Through the corpus analysis in Chapter 3, the Truth Value Judgement Task in Chapter 4,

and the developmental computational model in Chapter 5, I present research that links

hypotheses about the lexical features to the linguistic input and provide a concrete learn-

ing theory for how children might utilize lexical features in order to produce the develop-

mental asymmetry that is observed for children. In Chapter 6, I tested the predictions of

the developmental computational model in a novel verb-learning study where I assessed

children and adult’s passivization behavior of novel verbs when they were presented with

a tightly-controlled linguistic input. The results from this behavioral study help to inform

future computational models as well as expand upon the empirical data on children’s

passivization behavior.

Ultimately, I investigated how children might classify verbs as passivizable based on

lexical features rather than relying on hearing the verb in the passive in their input. I

have designed three studies that should help clarify the role of input in the acquisition of
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passives. Below I briefly discuss implications for theoretical representations of the passive

and the development of the passive in English, as well as avenues for future work.

7.2 Theoretical & Developmental Implications

7.2.1 Previous Theoretical Proposals

Broadly, I have provided a collection of empirical data on the verbal passive that must

be accounted for when formalizing a theory of children’s acquisition, particularly with

respect to the lexical semantic distinctions that seem to matter. Current theoretical ap-

proaches – including the A-Chain Deficit Hypothesis (Borer and Wexler, 1987), the Theta-

Transmission Hypothesis (Hirsch and Wexler, 2006), and the Semantic Coercion/Smuggling

Hypothesis (Gehrke and Grillo, 2009; Grillo, 2008; Snyder and Hyams, 2015) – often as-

sume a binary distinction alone (e.g., whether a verb is +/–ACTIONAL). The results from

the behavioral studies in Chapters 4 and 6 expand upon the empirical foundation of chil-

dren’s linguistic behavior with regards to the lexical verb asymmetry. Furthermore, I have

provided evidence that we should re-characterize this lexical asymmetry through the lens

of lexical semantic profiles instead of just a singular lexical feature such as ACTIONAL-

ITY. This recharacterization of children’s passivization behavior could aid proponents of

current theoretical approaches in modifying their proposals to be able to account for chil-

dren’s linguistic behavior.

7.2.2 Status of Lexical Features

From a knowledge representation standpoint, I again note that the eight lexical features

included in the lexical semantic profiles investigated here were proposed as a description

of the relevant verb properties. However, it is unclear if they are truly independent from

each other or if instead the set of features might be reducible to a different set. For exam-

ple, the lexical features ACTIONAL and AGT-PAT might be better represented by a single
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feature because they had the same value for all five lexical semantic profiles, or OBJECT-

EXPERIENCERS and SUBJECT-EXPERIENCERS are inherently +STATIVE. Future theoretical

work can investigate other lexical semantic feature representations that are also compati-

ble with the empirical data collected so far. For the developmental computational model

developed in this dissertation, changes in the relationship between the lexical features

would impact the likelihood calculations from child-directed speech, on the basis of these

correlations or feature reduction. In particular, if the features are not independent, we

would not be able to calculate the likelihood by multiplying their independent likelihoods

(e.g., p(ACTIONAL=1∣+pass)*p(AGT-PAT=1∣+pass)). Instead, we might need to calculate

joint likelihoods for correlated features (e.g. p(ACTIONAL=1,AGT-PAT=1 ∣+pass)).

Another open issue is the question of why English-speaking children are filtering their

input to specific lexical features at certain ages and what might trigger their development

of input filters (i.e., what might trigger changing from one input filter to another). One

idea would be that children are utilizing prior knowledge to help them constrain and nav-

igate their hypothesis space. There are several possibilities that come to mind for how this

may occur. First, while this dissertation has focused on verbal be-passives in English, there

are other types of passives that English-speaking children would have to learn, namely

verbal get-passives and adjectival passives (see Chapter 2.4). Since get-passives and adjec-

tival passives are more semantically restricted (but learned earlier) (e.g. Borer and Wexler,

1987; Gotowski, 2019), children may be leveraging linguistic knowledge that they may

already know about get-passives and adjectival passives and use these semantic restric-

tions as their starting point for verbal be-passives as well. This can explain why children’s

knowledge of the passive voice does not reflect their input, even at the earliest stage of

development (i.e., why do children not generalize that all +TRANSITIVE verbs passivize at

a young age when the verbs in child-directed speech are overwhelmingly +TRANSITIVE,

see Chapter 3). Second, Orfitelli (2012) suggests that there is a parallel acquisition of both

verbal passives and raising constructions past an Experiencer (RPE) such as “Tom seems
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to Lucy to be nice”, where Lucy is the Experiencer of the thought that Tom is nice. In par-

ticular, Orfitelli found almost a 100% correspondence between any given child’s ability to

comprehend the passives of +SUBJECT-EXPERIENCER verbs such as remember, see, hear, and

love, and the same child’s ability to comprehend RPE constructions with seem. Explana-

tions for this tight link between the acquisition of verbal passives and RPE constructions

with regards to input filters include: (i) the acquisition of RPE construction triggers chil-

dren to consider input filters that heed the SUBJECT-EXPERIENCER feature so that they

classify +SUBJECT-EXPERIENCER verbs as passivizable, or (ii) there is another (un-)related

linguistic construction that triggers both the acquisition of RPE constructions and the

input filter needed to classify +SUBJECT-EXPERIENCER verbs as passivizable. And third,

Landau (2010) has proposed that a language can allow +OBJECT-EXPERIENCER verbs to

passivize if and only if it allows at least one of the following syntactic options: pseudo-

passives (where –TRANSITIVE verbs can appear in a passive-like construction when fol-

lowed by a post-verbal preposition), and/or quirky passives (where the subject NP does

not bear nominative case). Similar to the previous explanation, any tight link between

the existence of pseudo-passives or quirky passives and the passivization of +OBJECT-

EXPERIENCER verbs could be because pseudo-passives or quirky passives serve as a trig-

ger for children to consider input filters that heed the OBJECT-EXPERIENCER feature so

that they classify +OBJECT-EXPERIENCER verbs as passivizable.

What links the three explanations above is the idea that while linguistic knowledge

such as get-passives, RPE constructions, and pseudo-passives may not be directly related

to how children decide which verb classes are classified as passivizable (because this

comes from the distribution of lexical features in the linguistic intake), children may be

using prior knowledge of these linguistic constructions to determine the input filter that

is appropriate to use for this task. The idea that certain prior linguistic knowledge triggers

children’s language development is similar in spirit to the concept of linguistic parame-

ters in the generative framework (Chomsky, 1981). A linguistic parameter is a property
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that varies across human languages and thus a value that is set for a particular parame-

ter may have implications for seemingly unrelated grammatical properties within a lan-

guage. For example, a language for which a parameter is set to allow for pseudo-passives

would as a consequence allow passives of +OBJECT-EXPERIENCER verbs (Landau, 2010).

In terms of developmental computational modeling, hierarchical Bayesian modeling (i.e.,

different levels of abstraction regarding a hypothesis space) has been used to concretely

implement linguistic parameters in terms of what are called “overhypotheses” (Kemp

et al., 2007; Perfors et al., 2010; Pearl and Lidz, 2013; Pearl, 2021). So while a learner

can make generalizations from observable data with particular regards to specific verb

classes that do and do not allow passivization, an overhypothesis is a generalization that

a learner can make about passivization overall in particular with regards to the specific in-

put filter that the learner uses to constrain her hypothesis space. So a hierarchical learning

model can be used to implement a learning mechanism where multiple levels of informa-

tion/knowledge can be shared and transferred via an overhypothesis that projects down

to all hypotheses beneath it. In our previous example, an overhypothesis that a learner can

make is that there is a tight link between the presence of pseudo-passives in the observ-

able data and the input filter that heeds the OBJECT-EXPERIENCER feature for the passive.

Thus, the prior linguistic knowledge of pseudo-passives can be leveraged by the learner

to constrain her hypothesis space to particular input filters that then allow her to make

classification decisions regarding which verbs can and cannot allow passivization.

7.3 Future Work

7.3.1 The Passive of OBJECT-EXPERIENCERS

Some of the Profile 2 verbs such a surprise and frighten have been argued by Hirsch and

Hartman (2006) to fall under Belletti and Rizzi’s (1988) “Preoccupare” class of psych verbs.

If this is the case, then it is the active sentences of these verbs, rather than the passive, that
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should be difficult for young children to comprehend. Because children were effectively

at ceiling for all active control items, including active sentences with surprise and frighten,

we suspect that any predicted difficulty of verbs that fall under this “Preoccupare” class

would appear in children younger than the ones we tested (cf. Borga and Snyder (2018b)

for evidence of French-speaking children’s difficulty with active Object-Experiencers sen-

tences until four years of age).

7.3.2 Short Passives

The focus of this dissertation has been on the long verbal be-passives in English, given

the uncertainty about whether the underlying syntactic structure was the same for short

passives and long verbal be-passives. If the syntactic structures do in fact differ (as sug-

gested by Borer and Wexler 1987), then the LEXICAL SEMANTIC PROFILE HYPOTHESIS

developed here for long verbal be-passives does not make predictions about children’s

development. In contrast, if this syntactic structure is in fact the same (as suggested by

theoretical work (Chomsky, 1957; Fox and Grodzinsky, 1998; Collins, 2005b) and acqui-

sition work (Horgan, 1978; Gordon and Chafetz, 1990; Hirsch and Wexler, 2006; O’Brien

et al., 2006; Messenger et al., 2011)), I would predict the same developmental trajectory

with both forms of the verbal passive.

7.3.3 Cross-Linguistic Acquisition

My hope is that the results of this dissertation will motivate future research looking into

the role of input in the acquisition of non-English passives. For example, there are multi-

ple languages where children exhibit a lexical verb asymmetry in their passive compre-

hension (e.g., French (Sinclair et al., 1971); German (Mills, 1985); Hebrew (Berman, 1985)),

and there are also languages where there is reportedly no asymmetry (e.g., Sesotho, De-

muth et al. 2010). A direction for post-dissertation research will be to look at the child-

directed input for these languages to see differences and similarities to the results ob-
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tained here for English.

While this dissertation has mainly focused on English, it is possible that the LEXICAL

SEMANTIC PROFILE HYPOTHESIS applies cross-linguistically. That is, for languages that

have reported a lexical asymmetry – children succeeding at passives for some verbs ear-

lier than other verbs – the LEXICAL SEMANTIC PROFILE HYPOTHESIS would predict a

developmental trajectory similar to what we have seen with English-speaking children.

Specifically, certain lexical semantic profiles would be understood in the verbal passive

earlier than other profiles. So, for instance, even for languages where children seem to

comprehend passives quite early (e.g., Sesotho, Demuth et al. 2010 –though see Crawford

2012), the LEXICAL SEMANTIC PROFILE HYPOTHESIS predicts that children comprehend

verbs from certain lexical semantic profiles earlier than verbs from other lexical seman-

tic profiles. More generally, while the developmental trajectory of the verbal passive for

English-speaking children corresponds to specific ages in English, the LEXICAL SEMAN-

TIC PROFILE HYPOTHESIS is concerned with the relative ordering of the profiles with re-

spect to acquisition, and so is not tied to any specific age when applied cross-linguistically.

Additionally, the predicted relative ordering of the profiles in a given language would

be influenced by the lexical semantic profiles that are in fact passivizable in that lan-

guage. For instance, for languages that systematically do not allow Profiles 4 and 5 to

passivize (e.g., Irish and Scot Gaelic, Landau 2010), then the LEXICAL SEMANTIC PRO-

FILE HYPOTHESIS would only predict the ordering of Profiles 1, 2, and 3 (in particular,

that Profile 1 should be understood in the verbal passive before Profiles 2 and 3). Future

experimental work may be able to assess if there is in fact a lexical asymmetry even in

those languages where children appear to comprehend the passive much earlier than in

English and whether this lexical asymmetry follows the same developmental trajectory

that we see with English-speaking children.

172



7.4 Conclusion

The findings of this dissertation underscore the role of lexical semantic features – and in

fact, collections of these features into profiles – for children’s observed age of acquisition

of the long verbal passives in English. I have identified the developmental trajectory of

children’s comprehension of this passive, linking it to lexical semantic profiles that apply

to multiple verbs. I have implemented a concrete developmental theory via developmen-

tal computational modeling about how children’s intake could be changing with respect

to the lexical features they attend to, and suggested that that is what explains children’s

observable behavior on comprehending the passive. In a truth Value Judgment Task and a

novel verb-learning task, I have demonstrated what lexical knowledge children and adults

seem to use to decide if a verb should be passivized, highlighting more clearly (i) the tar-

get of development for a lexical-feature-based approach, and (ii) that there is a difference

in performance (in adults) between familiar and novel verbs, which demonstrates that

some passive knowledge may be generalizable (and so can apply to novel verbs) while

some passive knowledge is not. More generally, the data gathered so far provide a con-

solidated empirical foundation that must be accounted for when formalizing a theory of

children’s acquisition of the verbal passive and highlight the importance of considering

lexical semantics when investigating the development of syntactic knowledge.
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Appendix

A.1 Summaries of studies used in the synthesis of experimental studies

Crain, Thornton, and Murasugi (2009)

Experiment - Were asked to pose questions to another experimenter

• Task/Procedure: Elicited Production Task

• # of Subjects: 35

• Age Range: 3;04-5;00 (for 32 of the children)

• Verbs Used: (Drawn from sample elicited data) knock, eat, push, hit, lick, scratch, shoot,
kill, pick up, crash, kiss, bite, punch

• Long/Short: Long

• Results: 29 children produced at least one long verbal passive; 24 produced three or
more long passives; as young as 3;04

de Villiers and de Villiers (1973)

Experiment - “Show me X”

• Task/Procedure: Act-Out Task

• # of Subjects: 33

• Age Range: 1;07-3;01

• Verbs Used: kiss, push, hit, vite, bump, touch

• Long/Short: Long

• Results:

Actives Passives
% Correct % Reversed % Correct % Reversed

Group IV (2;08-3;01) 87% 12.2% 34.4% 65.6%

174



Fox and Grodzinsky (1998)

Experiment 1 - divided already small sample into even smaller groups for analysis

• Task/Procedure: Truth Value Judgment Task

• # of Subjects: 13

• Age Range: 3;06-5;05

• Verbs Used: actional = [touch, chase]; non-actional = [hear, see]

• Long/Short: Long and Short; Short for non-actionals only

• Results: 2 children were adult-like; 8 children only had problems with long non-
actionals; and 3 children had problems with long and short non-actionals

Gordon and Chafetz (1990)

Experiment 1 - Child-directed input was analyzed

• Task/Procedure: Corpus Analysis

• # of Subjects: Brown Corpus (Adam, Eve, and Sarah); 86,655 utterances

• Age Range: 1;06 - 5;01

• Results: Passives presented 36/1000 of all input utterances; only 4 long passives to-
tal; 93% of verbal passives that appeared were actional. Adjectival and Adjunct pas-
sives were also collected.

Experiment 2 - Presented with a story; Had to answer Yes/No questions; “Was John
hated (by the peas)?”

• Task/Procedure: Comprehension Study

• # of Subjects: 30 3-year-olds and 4-year-olds

• Age Range: 3;00-4;02 (MA=3;06); 4;02-5;06 (MA=4;06)

• Verbs Used: actional = [drop, eat, carry, kiss, hold, wash, shake, hug, kick]; non-actional
= [watch, forget, hear, know, remember, believe, like, see, hate]

• Long/Short: Long and Short

• Results:
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Long Passives Short Passives
Actional Non-Actional Actional Non-Actional

3 yr 0.69 0.41 0.77 0.48
4 yr 0.58 0.29 0.64 0.39

Hirsch and Wexler (2006)

Experiment 1 -

• Task/Procedure: Picture Selection Task

• # of Subjects: 60 3-, 4-, and 5-year-olds

• Age Range: 3;00-5;11 (MA=4;05)

• Verbs Used: actional = [push, kiss, kick, hold]; psychological = [remember, love, hate, see]

• Long/Short: Long and Short

• Results:

Group Long Actionals Short Actionals Long Psych Short Psych
3- 66.2% 72.5% 35.0% 30.0%
3+ 53.7% 76.2% 33.8% 35.0%
4- 73.8% 80.0% 38.8% 40.0%
4+ 65.0% 76.2% 45.0% 50.0%
5- 88.7% 87.5% 38.8% 47.5%
5+ 92.5% 92.5% 43.8% 55.0%

Liter, Huelskamp, Weerakoon, and Munn (2015)

Experiment 1 - eventive & agentive vs eventive & non-agentive

• Task/Procedure: TVJT

• # of Subjects: 17 adults and 14 children

• Age Range: 4;05 - 6;02 (MA = 5;01)

• Verbs Used: eventive & agentive = [paint, fix, wash]; eventive & non-agentive = [forget,
find, spot]

• Long/Short: Long

• Results:
Eventive & agentive and eventive & non-agentive = above chance
Eventive & agentive > eventive & non-agentive
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Experiment 2 - non-eventive & agentive vs non-eventive & non-agentive

• Task/Procedure: TVJT

• # of Subjects: 16 adults and 12 children

• Age Range: 3;09 - 5;10 (MA = 4;11)

• Verbs Used: eventive & non-agentive = [forget, find, spot]; non-eventive & non-agentive
= [know, hate, love]

• Long/Short: Long

• Results:
eventive & non-agentive = above chance; non- eventive & non-agentive = chance
Eventive & non-agentive marginally significantly better non-eventive & non-agentive
(p = .07)
But eventive & non-agentive from Exp. 1 > non-eventive & non-agentive from Exp.
2

Maratsos and Abramovitch (1975)

Experiment 1

• Task/Procedure: Act-Out Task

• # of Subjects: 40

• Age Range: 2;11-3;11

• Verbs Used: kick, kiss, push, hit, bite, bump, tickle, touch

• Long/Short: Long and Short

• Results: 13 subjects showed stable competence in both long and short passives; 20
demonstrated stable competence in neither type; three subjects showed stable com-
petence in short but not long passives, while four subjects showed the complemen-
tary pattern of competence in long but not short passives.

Maratsos, Fox, Becker, and Chalkley (1985)

Experiment 1 - “Who did it?”

• Task/Procedure: Presented with sentence, answer to question

• # of Subjects: 38 4- and 5-year-olds

• Age Range: 5-year-old (MA = 5;06); 4-year-olds (MA = 4;07)

• Verbs Used: actional = [find, hold, shake, wash]; mental state = [remember, forget, know,
like, miss, see, hear, watch]; smell; novel verbs
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• Long/Short: Long

• Results:

Actionals Mental States Novel Verbs
0.67 0.40 0.47

Actional Verb % Correct Mental States % Correct
drop 0.66 watch 0.47
hold 0.69 know 0.43
shake 0.67 hear 0.45
wash 0.67 like 0.43

remember 0.38
smell 0.60 see 0.41

forget 0.31

Experiment 2

• Task/Procedure: Picture Selection Task

• # of Subjects: 80 4-, 5-, 7-, 9-, and 11-year-olds

• Age Range: 4-year-olds (MA=4;05); 5-year-olds (MA=5;04); 6-year-olds (MA=6;10);
8-9-year-olds (MA=8;10); 10-11-year-olds (MA=10;10)

• Verbs Used: actionals = [wash, kiss, push, kick, find, hold]; mental states = [see, hear, like,
love, hate, remember]

• Long/Short: Long

• Results:

Age Actionals Mental States
4 yr 0.85** 0.34
5 yr 0.91** 0.65*
7 yr 0.92** 0.62
9 yr 0.96** 0.87**
11 yr 0.99** 0.99**
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Age like love hate remember see
4 yr 0.42 0.35 0.42 0.29 0.27
5 yr 0.75** 0.65** 0.69* 0.67* 0.48
7 yr 0.77** 0.69** 0.52 0.63 0.48
9 yr 0.96** 0.90** 0.90** 0.81** 0.78**
11 yr 1.00** 0.98** 1.00** 1.00** 0.94**

Messenger, Branigan, McLean, and Sorace (2012)

Experiment 1

• Task/Procedure: Picture Selection Task

• # of Subjects: 24

• Age Range: 3;04 - 4;11 (MA = 4:02)

• Verbs Used: agent-pat actional - [bite, carry, hit, pat, pull, squash]; subj-exp non-actional
= [hate, hear, ignore, love, remember, see]; obj-exp non-actional = [annoy, frighten, scare,
shock, surprise, upset]

• Long/Short: Long

• Results:

Mean Score

(Out of 6)
(Converted) Percentage

Actional 4.63 77%
Subj-Exp 2.42 40%
Obj-Exp 4.13 69%

Experiment 2 - Syntactic Priming Experiment

• Task/Procedure: Production Study

• # of Subjects: 24 (Same children from Exp 1)

• Age Range: 3;04 - 4;11 (MA = 4:02)

• Verbs Used: agent-pat actional - [chase, hug, kick, kiss, lick, pinch, punch, push, scratch,
shake, tickle, wash]; subj-exp non-actional = [hate, hear, ignore, love, remember, see]; obj-
exp non-actional = [annoy, frighten, scare, shock, surprise, upset]

• Long/Short: Long

• Results:
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Prime Mean (SD)

Active Sub-Exp 0.16 (0.29)
Obj-Exp 0.10 (0.23)

Passive Sub-Exp 0.32 (0.33)
Obj-Exp 0.39 (0.36)

Nguyen, Lillo-Martin, and Snyder (2018)

Experiment - Manipulated 2- vs 3- character stories

• Task/Procedure: Truth Value Judgment Task

• # of Subjects: 20 4-year-olds

• Age Range: 3;06 - 6;01 (MA = 4;06)

• Verbs Used: actional = [chase, hug]; non-actional = [like, see]

• Long/Short: Long

• Results:

Long Passive - 2-Characters Long Passives - 3-Characters
Actional Verb 73% ** 75% **
Non-Actional Verb 49% 61%

O’Brien, Grolla, and Lillo-Martin (2006)

Experiment 1 - only 3-character stories

• Task/Procedure: Truth Value Judgment Task

• # of Subjects: 11 4-year-olds

• Age Range: 4;00 - 4;10 (MA = 4;04)

• Verbs Used: actional = [chase, hug]; non-actional = [hear, see]

• Long/Short: Short and Long

• Results:

Short Passive - 3-Characters Long Passives - 3-Characters
Actional Verb 88%** 93%**
Non-Actional Verb 100%** 82%*
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Experiment 2 - Manipulated 2- vs 3- character stories

• Task/Procedure: Truth Value Judgment Task

• # of Subjects: 7 3-year-olds

• Age Range: 3;02 - 4;02 (MA = 3;06)

• Verbs Used: actional = [chase, hug]; non-actional = [like, see]

• Long/Short: Long

• Results:

Long Passive - 2-Characters Long Passives - 3-Characters
Actional Verb 55% 85%*
Non-Actional Verb 65% 95%**

Orfitelli (2012)

Experiment -

• Task/Procedure: Picture-Selection Task

• # of Subjects: 30

• Age Range: 4;0-6;11

• Verbs Used: actional = [carry, kick, kiss, push], actional = non-actional = [love, remem-
ber,hear, see]

• Long/Short: Long and Short

• Results:

Active Short Passive Long Passives
Actional Non-Actional Actional Non-Actional Actional Non-Actional

4 years
(N=10) 99% 96% 80% 34% 82% 38%

5 years
(N=10) 97% 97% 96% 47% 92% 39%

6 years
(N=10) 100% 100% 100% 79% 100% 82%
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A.2 List of verbs used in passive voice in child-directed speech

adjust burn cut fit lose operate put slip straighten turn
attach bury deliver fix love own repair smash surprise twist
batter call dress flatter make paint rip snow take untie
blame catch dry fold marry peel run soak tangle warm
block chew eat freeze meet pet scare spank tattoo wash
blow clean embroider glue melt pick seal squash teach water
book close enlarge hit mess place set start tear wind
born collect excuse hug milk play sew steal throw wipe
bother come expect hurt mix plop shape step tickle wrap
break cook fake ignore move plug shrink stick tie write
brush cover fill kiss murder prepare sign stop tire
buckle crack finish leave name push skin store tuck
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A.3 Materials used in the Truth-Value Judgment Task

BELIEVE - Active
Uncle is babysitting his nephew, Luke.
Luke runs into the living room and says to Uncle.
Luke: I saw a unicorn today. It was really big and shiny. Do you believe me?
Uncle: Of course I believe you. I saw one too! Do you believe me?
Luke: No! I was the only one that saw the unicorn.

BELIEVE - Passive
Auntie is babysitting her nephew, Wyatt.
Auntie: Wyatt, I ate all of my vegetables today. Do you believe me?
Wyatt: Of course, I believe you! You love vegetables. I also ate all of my vegetables today.
Auntie: But I didn’t pack any vegetables in your lunch today! I don’t believe you.

BELIEVE - Passive
Joel and Jane are best friends.
Jane: My parents are taking me to Disney World for my birthday. Do you believe me?
Joel: I definitely believe you. Your parents are so nice. My parents forgot about my birth-
day.
Jane: I don’t believe you. I heard that your parents are throwing you a birthday party this
year!

DISCOVER - Active
This is a story about a lion and Edward the explorer.
The lion is roaming the safari. Then, Edward the explorer arrives.
Edward: What’s this? Look, I’ve discovered a lion in the safari.

DISCOVER - Passive
The thief is hiding behind a tree with his stolen diamond ring.
Thief: Ha! I’m safe behind this tree with my ring. No one will be able to discover me in
this park. I’ll take this time to sleep.
Maria is walking around the park.
Maria: Hmm... Is anyone here? Who’s this? I’ve discovered the diamond thief!

DISCOVER - Passive
This is a story about Michael and a pirate. The pirate is hiding away on an island with her
treasure chest.
Pirate: Arg! I’m safe on this island with my treasure. I do not see anyone so no one will
discover me and my treasure!
Michael is sailing the ocean when he came upon an island.
Michael: Ah! A deserted island. Is anyone here? Oh look, I’ve discovered a pirate!

FIND - Active
The thief is hiding behind the tree with the diamond ring.
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Thief: I will hide behind this tree. No one is around to find me. I’ll sleep for a little bit.
Lincoln is walking around the park.
Lincoln: I wonder if there is anything behind this tree. Look, I found someone!
Thief: Aak! You found me!

FIND - Passive
This is a story about Jason and the farmer. The farmer is looking for his tools.
Farmer: hmmm, I wondering if my tools are behind this big doghouse! I can’t see anything
so no one will be able to find me behind here.
Jason was walking around the backyard.
Jason: hmmm.... That’s a really big dog house. I’ll just walk around it to get to the other
side of the backyard. Oh look, it’s the farmer! I found the farmer.

FIND - Passive
This is a story about June and Lincoln. June is looking for her diamond ring.
June: I wonder where this ring could be. I’ll look behind this big bench here. It’s hard for
people to see me when I’m behind this bench. I’m sure no one will find me here while I’m
looking for this ring!
Lincoln is enjoying a lovely day at the park.
Lincoln: What a great walk! I’ll sit down on this bench and rest a bit. Oh, who’s this?
Looks like I found my friend, June!

FIX - Active
The Grey Robot and the Green Robot are working in the office today. The Grey Robot and
the Green Robot accidentally bumped into the cabinets and some of their screws fell onto
the floor.
Grey Robot : I only have a pen. Pens won’t fix this problem.
Green Robot : That’s okay, I have a very good screwdriver. I will fix you, Grey Robot!

FIX - Passive
The Round Robot and the Square Robot are hanging out in the laboratory one day.
Suddenly, both their arms fell off their body!
Round Robot: I only have a paintbrush. Paintbrushes can’t fix Robots.
Square Robot: Don’t worry, I have a wrench. I can fix your arm!

FIX - Passive
The Blue Robot and the Yellow Robot are together in the laboratory mixing chemicals.
There was a big explosion. Looks there are wires everywhere.
Yellow Robot: I only have scissors. Scissors will not fix our wires.
Blue Robot: I have superglue! I will fix you!

FORGET - Active
Mommy and Audrey are at the mall. Audrey is staring at the toys when Mommy walks
off.
Audrey: Mommy! Where are you going? Did you forget me?
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Mommy: Oh gosh, it’s true. I’m sorry. I forgot you in the store.

FORGET - Passive
Lucas and Mary are at the playground. Mary is playing by herself.
Lucas: Hey, I did not forget you! We were playing together last week!
Mary: No, I forgot who I was playing with last week.

FORGET - Passive
Chase and Chloe are at school. Chase is playing by himself.
Chloe: Hey, I did not forget you! I played at your house last week.
Chase: You did? I forgot who was at my house last week.

FRIGHTEN - Active
Cole and Aurora are going to a party. Pirates frighten Aurora but Cole loves pirates.
Cole: Your costume is awesome, Aurora. Look, I’m dressed as a pirates. Do I frighten you?
Aurora: Yes, you frighten me! Pirates don’t look very nice.

FRIGHTEN - Passive
Andrew and Caroline are at a Halloween party. Mummies frighten Caroline but Andrew
loves mummies.
Andrew: Look, Caroline, I’m dressed as a mummy. Do I frighten you?
Caroline: Yes, you frighten me! I can barely see you coming for me!

FRIGHTEN - Passive
Owen and Jackie are at a costume party. Ladybugs frighten Owen but Jackie loves lady-
bugs.
Jackie: Owen, I love your witch costume! Do you see my ladybug costume? Does it frighten
you?
Owen: Yes, Jackie, you frighten me. You know that I don’t like ladybugs!

LOVE - Active
The boy is playing around with his cat. The boy loves it when the cat plays with him.
Boy: oh my goodness, you are so cute, kitty. I love you! Do you love me?
Cat: *hisses* no, I do not love you!

LOVE - Passive
Uncle is babysitting his nephew, Alexander. Uncle and Alexander are talking in the living
room.
Uncle: You are the cutest kid I know. I love you very much. Do you love your uncle,
Alexander?
Alexander: No! I only love mommy and daddy.

LOVE - Passive
Jake and Isabelle are neighbors. They play with each other every day.
Isabelle: Jake, I don’t love you because I’m jealous of your new clothes.
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Jake: But I love you because you’re my only friend, Isabelle!

SURPRISE - Active
Cole and Amelia are best friends. It’s Amelia’s birthday and Cole wants to do something
for her.
Cole: Amelia, I want to surprise you! Happy birthday!
Amelia: Yay! I was not expecting this at all. I am so happy!

SURPRISE - Passive
Clara and Owen are at a baseball field. Owen bought something very special for Clara.
Owen: Look, Clara! I want to surprise you. New baseball mitts!
Clara: Thanks, Owen! You really surprised me! I have nothing to surprise you with today.

SURPRISE - Passive
Mommy and Caroline are shopping at the toy store. Mommy bought Caroline something
very special.
Mommy: Caroline, I want to surprise you! Look, a new bike!
Caroline: Wow! So cool! But I can’t surprise you, Mommy, you have everything!

SPOT - Active
The boy is playing around with his pet monkey. When the boy wasn’t looking, the mon-
key climbed up one of the trees.
Boy: ah, I spot you hiding in the tree, Monkey! You silly monkey.

SPOT - Passive
Auntie is babysitting her niece, Audrey. Audrey goes behind the curtain.
Audrey: I’m hiding from Auntie behind this big curtain. I can’t see anything but I bet
Auntie will not spot me.
Auntie: Oh, there are little shoes poking out from the bottom of the curtain. I spot you,
Audrey!

SPOT - Passive
Uncle is babysitting his niece, Chloe. Chloe goes behind the brooms.
Chloe: I’m hiding from Uncle behind these brooms. I can’t see anything but I bet Uncle
will not spot me.
Uncle: Oh, there are pigtails poking out from the brooms. I spot you, Chloe!

WASH - Active
Harvey is playing with his dog in the backyard.
Look how dirty they’re getting!
Harvey: You’re so dirty, dog. I need to wash you before we go back into the house.

WASH - Passive
Ava and Andrew are in the kitchen. Look! Ava is spilling juice everywhere.
Ava: Aww! There’s juice on my dress. I have nothing to wash this off with!
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Andrew: I have a wet towel. Let me wash you, Ava.

WASH - Passive
Benji and Anna are in the bathroom. Benji and Anna are dirty from playing outside.
Anna: I can’t find anything to wash you with, Benji.
Benji: I found a sponge! I don’t mind being dirty; I will wash you first, Anna.
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A.4 256 models of filtered input on the basis of eight lexical features
with 1 indicating the feature is heeded and 0 indicating the feature is
not

STATIVE VOLIT. AFFECTED OBJ-EXP SUBJ-EXP AGT-PAT ACTIONAL TRANS

1 0 0 0 0 0 0 0 0
2 0 0 0 0 0 0 0 1
3 0 0 0 0 0 0 1 0
4 0 0 0 0 0 0 1 1
5 0 0 0 0 0 1 0 0
6 0 0 0 0 0 1 0 1
7 0 0 0 0 0 1 1 0
8 0 0 0 0 0 1 1 1
9 0 0 0 0 1 0 0 0
10 0 0 0 0 1 0 0 1
11 0 0 0 0 1 0 1 0
12 0 0 0 0 1 0 1 1
13 0 0 0 0 1 1 0 0
14 0 0 0 0 1 1 0 1
15 0 0 0 0 1 1 1 0
16 0 0 0 0 1 1 1 1
17 0 0 0 1 0 0 0 0
18 0 0 0 1 0 0 0 1
19 0 0 0 1 0 0 1 0
20 0 0 0 1 0 0 1 1
21 0 0 0 1 0 1 0 0
22 0 0 0 1 0 1 0 1
23 0 0 0 1 0 1 1 0
24 0 0 0 1 0 1 1 1
25 0 0 0 1 1 0 0 0
26 0 0 0 1 1 0 0 1
27 0 0 0 1 1 0 1 0
28 0 0 0 1 1 0 1 1
29 0 0 0 1 1 1 0 0
30 0 0 0 1 1 1 0 1
31 0 0 0 1 1 1 1 0
32 0 0 0 1 1 1 1 1
33 0 0 1 0 0 0 0 0
34 0 0 1 0 0 0 0 1
35 0 0 1 0 0 0 1 0
36 0 0 1 0 0 0 1 1
37 0 0 1 0 0 1 0 0
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STATIVE VOLIT. AFFECTED OBJ-EXP SUBJ-EXP AGT-PAT ACTIONAL TRANS

38 0 0 1 0 0 1 0 1
39 0 0 1 0 0 1 1 0
40 0 0 1 0 0 1 1 1
41 0 0 1 0 1 0 0 0
42 0 0 1 0 1 0 0 1
43 0 0 1 0 1 0 1 0
44 0 0 1 0 1 0 1 1
45 0 0 1 0 1 1 0 0
46 0 0 1 0 1 1 0 1
47 0 0 1 0 1 1 1 0
48 0 0 1 0 1 1 1 1
49 0 0 1 1 0 0 0 0
50 0 0 1 1 0 0 0 1
51 0 0 1 1 0 0 1 0
52 0 0 1 1 0 0 1 1
53 0 0 1 1 0 1 0 0
54 0 0 1 1 0 1 0 1
55 0 0 1 1 0 1 1 0
56 0 0 1 1 0 1 1 1
57 0 0 1 1 1 0 0 0
58 0 0 1 1 1 0 0 1
59 0 0 1 1 1 0 1 0
60 0 0 1 1 1 0 1 1
61 0 0 1 1 1 1 0 0
62 0 0 1 1 1 1 0 1
63 0 0 1 1 1 1 1 0
64 0 0 1 1 1 1 1 1
65 0 1 0 0 0 0 0 0
66 0 1 0 0 0 0 0 1
67 0 1 0 0 0 0 1 0
68 0 1 0 0 0 0 1 1
69 0 1 0 0 0 1 0 0
70 0 1 0 0 0 1 0 1
71 0 1 0 0 0 1 1 0
72 0 1 0 0 0 1 1 1
73 0 1 0 0 1 0 0 0
74 0 1 0 0 1 0 0 1
75 0 1 0 0 1 0 1 0
76 0 1 0 0 1 0 1 1
77 0 1 0 0 1 1 0 0
78 0 1 0 0 1 1 0 1
79 0 1 0 0 1 1 1 0
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STATIVE VOLIT. AFFECTED OBJ-EXP SUBJ-EXP AGT-PAT ACTIONAL TRANS

80 0 1 0 0 1 1 1 1
81 0 1 0 1 0 0 0 0
82 0 1 0 1 0 0 0 1
83 0 1 0 1 0 0 1 0
84 0 1 0 1 0 0 1 1
85 0 1 0 1 0 1 0 0
86 0 1 0 1 0 1 0 1
87 0 1 0 1 0 1 1 0
88 0 1 0 1 0 1 1 1
89 0 1 0 1 1 0 0 0
90 0 1 0 1 1 0 0 1
91 0 1 0 1 1 0 1 0
92 0 1 0 1 1 0 1 1
93 0 1 0 1 1 1 0 0
94 0 1 0 1 1 1 0 1
95 0 1 0 1 1 1 1 0
96 0 1 0 1 1 1 1 1
97 0 1 1 0 0 0 0 0
98 0 1 1 0 0 0 0 1
99 0 1 1 0 0 0 1 0
100 0 1 1 0 0 0 1 1
101 0 1 1 0 0 1 0 0
102 0 1 1 0 0 1 0 1
103 0 1 1 0 0 1 1 0
104 0 1 1 0 0 1 1 1
105 0 1 1 0 1 0 0 0
106 0 1 1 0 1 0 0 1
107 0 1 1 0 1 0 1 0
108 0 1 1 0 1 0 1 1
109 0 1 1 0 1 1 0 0
110 0 1 1 0 1 1 0 1
111 0 1 1 0 1 1 1 0
112 0 1 1 0 1 1 1 1
113 0 1 1 1 0 0 0 0
114 0 1 1 1 0 0 0 1
115 0 1 1 1 0 0 1 0
116 0 1 1 1 0 0 1 1
117 0 1 1 1 0 1 0 0
118 0 1 1 1 0 1 0 1
119 0 1 1 1 0 1 1 0
120 0 1 1 1 0 1 1 1
121 0 1 1 1 1 0 0 0
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STATIVE VOLIT. AFFECTED OBJ-EXP SUBJ-EXP AGT-PAT ACTIONAL TRANS

122 0 1 1 1 1 0 0 1
123 0 1 1 1 1 0 1 0
124 0 1 1 1 1 0 1 1
125 0 1 1 1 1 1 0 0
126 0 1 1 1 1 1 0 1
127 0 1 1 1 1 1 1 0
128 0 1 1 1 1 1 1 1
129 1 0 0 0 0 0 0 0
130 1 0 0 0 0 0 0 1
131 1 0 0 0 0 0 1 0
132 1 0 0 0 0 0 1 1
133 1 0 0 0 0 1 0 0
134 1 0 0 0 0 1 0 1
135 1 0 0 0 0 1 1 0
136 1 0 0 0 0 1 1 1
137 1 0 0 0 1 0 0 0
138 1 0 0 0 1 0 0 1
139 1 0 0 0 1 0 1 0
140 1 0 0 0 1 0 1 1
141 1 0 0 0 1 1 0 0
142 1 0 0 0 1 1 0 1
143 1 0 0 0 1 1 1 0
144 1 0 0 0 1 1 1 1
145 1 0 0 1 0 0 0 0
146 1 0 0 1 0 0 0 1
147 1 0 0 1 0 0 1 0
148 1 0 0 1 0 0 1 1
149 1 0 0 1 0 1 0 0
150 1 0 0 1 0 1 0 1
151 1 0 0 1 0 1 1 0
152 1 0 0 1 0 1 1 1
153 1 0 0 1 1 0 0 0
154 1 0 0 1 1 0 0 1
155 1 0 0 1 1 0 1 0
156 1 0 0 1 1 0 1 1
157 1 0 0 1 1 1 0 0
158 1 0 0 1 1 1 0 1
159 1 0 0 1 1 1 1 0
160 1 0 0 1 1 1 1 1
161 1 0 1 0 0 0 0 0
162 1 0 1 0 0 0 0 1
163 1 0 1 0 0 0 1 0
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STATIVE VOLIT. AFFECTED OBJ-EXP SUBJ-EXP AGT-PAT ACTIONAL TRANS

164 1 0 1 0 0 0 1 1
165 1 0 1 0 0 1 0 0
166 1 0 1 0 0 1 0 1
167 1 0 1 0 0 1 1 0
168 1 0 1 0 0 1 1 1
169 1 0 1 0 1 0 0 0
170 1 0 1 0 1 0 0 1
171 1 0 1 0 1 0 1 0
172 1 0 1 0 1 0 1 1
173 1 0 1 0 1 1 0 0
174 1 0 1 0 1 1 0 1
175 1 0 1 0 1 1 1 0
176 1 0 1 0 1 1 1 1
177 1 0 1 1 0 0 0 0
178 1 0 1 1 0 0 0 1
179 1 0 1 1 0 0 1 0
180 1 0 1 1 0 0 1 1
181 1 0 1 1 0 1 0 0
182 1 0 1 1 0 1 0 1
183 1 0 1 1 0 1 1 0
184 1 0 1 1 0 1 1 1
185 1 0 1 1 1 0 0 0
186 1 0 1 1 1 0 0 1
187 1 0 1 1 1 0 1 0
188 1 0 1 1 1 0 1 1
189 1 0 1 1 1 1 0 0
190 1 0 1 1 1 1 0 1
191 1 0 1 1 1 1 1 0
192 1 0 1 1 1 1 1 1
193 1 1 0 0 0 0 0 0
194 1 1 0 0 0 0 0 1
195 1 1 0 0 0 0 1 0
196 1 1 0 0 0 0 1 1
197 1 1 0 0 0 1 0 0
198 1 1 0 0 0 1 0 1
199 1 1 0 0 0 1 1 0
200 1 1 0 0 0 1 1 1
201 1 1 0 0 1 0 0 0
202 1 1 0 0 1 0 0 1
203 1 1 0 0 1 0 1 0
204 1 1 0 0 1 0 1 1
205 1 1 0 0 1 1 0 0
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STATIVE VOLIT. AFFECTED OBJ-EXP SUBJ-EXP AGT-PAT ACTIONAL TRANS

206 1 1 0 0 1 1 0 1
207 1 1 0 0 1 1 1 0
208 1 1 0 0 1 1 1 1
209 1 1 0 1 0 0 0 0
210 1 1 0 1 0 0 0 1
211 1 1 0 1 0 0 1 0
212 1 1 0 1 0 0 1 1
213 1 1 0 1 0 1 0 0
214 1 1 0 1 0 1 0 1
215 1 1 0 1 0 1 1 0
216 1 1 0 1 0 1 1 1
217 1 1 0 1 1 0 0 0
218 1 1 0 1 1 0 0 1
219 1 1 0 1 1 0 1 0
220 1 1 0 1 1 0 1 1
221 1 1 0 1 1 1 0 0
222 1 1 0 1 1 1 0 1
223 1 1 0 1 1 1 1 0
224 1 1 0 1 1 1 1 1
225 1 1 1 0 0 0 0 0
226 1 1 1 0 0 0 0 1
227 1 1 1 0 0 0 1 0
228 1 1 1 0 0 0 1 1
229 1 1 1 0 0 1 0 0
230 1 1 1 0 0 1 0 1
231 1 1 1 0 0 1 1 0
232 1 1 1 0 0 1 1 1
233 1 1 1 0 1 0 0 0
234 1 1 1 0 1 0 0 1
235 1 1 1 0 1 0 1 0
236 1 1 1 0 1 0 1 1
237 1 1 1 0 1 1 0 0
238 1 1 1 0 1 1 0 1
239 1 1 1 0 1 1 1 0
240 1 1 1 0 1 1 1 1
241 1 1 1 1 0 0 0 0
242 1 1 1 1 0 0 0 1
243 1 1 1 1 0 0 1 0
244 1 1 1 1 0 0 1 1
245 1 1 1 1 0 1 0 0
246 1 1 1 1 0 1 0 1
247 1 1 1 1 0 1 1 0
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STATIVE VOLIT. AFFECTED OBJ-EXP SUBJ-EXP AGT-PAT ACTIONAL TRANS

248 1 1 1 1 0 1 1 1
249 1 1 1 1 1 0 0 0
250 1 1 1 1 1 0 0 1
251 1 1 1 1 1 0 1 0
252 1 1 1 1 1 0 1 1
253 1 1 1 1 1 1 0 0
254 1 1 1 1 1 1 0 1
255 1 1 1 1 1 1 1 0
256 1 1 1 1 1 1 1 1
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A.5 Materials used in the Novel Verb Learning Study

Table 2: Example script of audio for doak (+TRANS, -STATIVE, -AFFECT)

Talker 1
Starting Question Did you hear?
(In-) Transitive + (Non-) Stative Frame Andrew is doaking Mary. He is

doaking Mary but nothing hap-
pens to her.

Emphasis on Obj/Subj Look what Andrew does!

Talker 2
In-Agreement Oh yeah!
Emphasis on Obj/Subj Lucky Mary!
(In-) Transitive + (Non-) Stative Frame He is doaking Mary. It’s cool when

Andrew is doaking Mary.

Table 3: Example script of audio for pilk (+TRANS, -STATIVE, -AFFECT)

Talker 1
Starting Question Did you hear?
(In-) Transitive + (Non-) Stative Frame Andrew is pilking Mary. He is pilk-

ing Mary but nothing happens to
her.

Emphasis on Obj/Subj Look what Andrew does!

Talker 2
In-Agreement Oh yeah!
Emphasis on Obj/Subj Lucky Mary!
(In-) Transitive + (Non-) Stative Frame He is pilking Mary. It’s cool when

Andrew is pilking Mary.

Table 4: Example script of audio for pell (+TRANS, -STATIVE, +AFFECT)

Talker 1
Starting Question Did you hear?
(In-) Transitive + (Non-) Stative Frame Andrew is pelling Mary. He is

pelling Mary and watch her go.
Emphasis on Obj/Subj Just look at Mary!

Talker 2
In-Agreement Oh yeah!
Emphasis on Obj/Subj Lucky Mary!
(In-) Transitive + (Non-) Stative Frame He is pelling Mary. When he is

pelling Mary, watch her go!
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Table 5: Example script of audio for gump (+TRANS, -STATIVE, +AFFECT)

Talker 1
Starting Question Did you hear?
(In-) Transitive + (Non-) Stative Frame Andrew is gumping Mary. He is

gumping Mary and watch her go.
Emphasis on Obj/Subj Just look at Mary!

Talker 2
In-Agreement Oh yeah!
Emphasis on Obj/Subj Lucky Mary!
(In-) Transitive + (Non-) Stative Frame He is gumping Mary. When he is

gumping Mary, watch her go!

Table 6: Example script of audio for blick (+TRANS, +STATIVE, +AFFECT)

Talker 1
Starting Question Did you hear?
(In-) Transitive + (Non-) Stative Frame Andrew blicks Mary. He blicks

Mary and she feels it.
Emphasis on Obj/Subj Just look at Mary!

Talker 2
In-Agreement Oh yeah!
Emphasis on Obj/Subj Lucky Mary!
(In-) Transitive + (Non-) Stative Frame He blicks Mary. And ooh, Mary

feels it when Andrew blicks her.

Table 7: Example script of audio for moop (+TRANS, +STATIVE, +AFFECT)

Talker 1
Starting Question Did you hear?
(In-) Transitive + (Non-) Stative Frame Andrew moops Mary. He moops

Mary and she feels it.
Emphasis on Obj/Subj Just look at Mary!

Talker 2
In-Agreement Oh yeah!
Emphasis on Obj/Subj Lucky Mary!
(In-) Transitive + (Non-) Stative Frame He moops Mary. And ooh, Mary

feels it when Andrew moops her.

Table 8: Example script of audio for gorp (+TRANS, +STATIVE, -AFFECT)

Talker 1
Starting Question Did you hear?
(In-) Transitive + (Non-) Stative Frame Andrew gorps Mary. Andrew

gorps her and he feels it.
Emphasis on Obj/Subj Just look at Andrew!

Talker 2
In-Agreement Oh yeah!
Emphasis on Obj/Subj Lucky Andrew!
(In-) Transitive + (Non-) Stative Frame Andrew gorps her. And oooooh,

Andrew feels it when he gorps
Mary.
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Table 9: Example script of audio for keat (+TRANS, +STATIVE, -AFFECT)

Talker 1
Starting Question Did you hear?
(In-) Transitive + (Non-) Stative Frame Andrew keats Mary. Andrew keats

her and he feels it.
Emphasis on Obj/Subj Just look at Andrew!

Talker 2
In-Agreement Oh yeah!
Emphasis on Obj/Subj Lucky Andrew!
(In-) Transitive + (Non-) Stative Frame Andrew keats her. And oooooh,

Andrew feels it when he keats
Mary.

Table 10: Example script of audio for floose (-TRANS, -STATIVE, +AFFECT)

Talker 1
Starting Question Did you hear?
(In-) Transitive + (Non-) Stative Frame Andrew is floosing. No matter

where he goes, Andrew is floosing.
Emphasis on Obj/Subj Just Look what Andrew does!

Talker 2
In-Agreement Oh yeah!
Emphasis on Obj/Subj I saw Andrew floosing yesterday!
(In-) Transitive + (Non-) Stative Frame When Andrew is by himself, he is

floosing the most. Watch Andrew
go!

Table 11: Example script of audio for jape (-TRANS, -STATIVE, +AFFECT)

Talker 1
Starting Question Did you hear?
(In-) Transitive + (Non-) Stative Frame Andrew is japing. No matter where

he goes, Andrew is japing.
Emphasis on Obj/Subj Just Look what Andrew does!

Talker 2
In-Agreement Oh yeah!
Emphasis on Obj/Subj I saw Andrew japing yesterday!
(In-) Transitive + (Non-) Stative Frame When Andrew is by himself, he is

japing the most. Watch Andrew go!
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