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Human vision constructs the perceived two-
dimensional and three-dimensional shapes of visual
objects and scenes from retinal images that are
inherently ambiguous. In the process it consults a
variety of sources of information, including motion,
shading, texture, occlusion, binocular disparity and
image contours.

INTRODUCTION

The human eye focuses an image onto a light-
sensitive sheet of neural tissue called the retina
(Dowling, 1987). This image is captured by a dis-
crete array of cells in the retina, called photorecep-
tors. Each photoreceptor generates a signal which
varies in time with the discrete number of photons
of light that the photoreceptor catches. This discrete
array of time-varying signals is the starting point of
vision. The only information this array makes ex-
plicit is the varying number of photon catches at
each individual photoreceptor. It does not make
explicit lines, curves, two-dimensional regions,
three-dimensional shapes or any other aspect of
the visual forms of objects and their environments.
The perception of visual forms is the consequence
of sophisticated processes of construction which
engage literally billions of neurons and trillions of
synaptic connections between neurons. Every line,
curve, 2D region or 3D shape that we see is a
construction of our visual system, created on the
fly starting with just the photon catches at the
retina. Vision researchers have made substantial
progress in describing the constructive processes
underlying the perception of visual form.

CONTOUR DETECTION

The construction of contours occurs early in the
flow of visual processing. In many mammals the
primary visual cortex, which is the first stage of
cortical visual processing, begins the construction

of contours with neurons called ‘simple cells’,
which construct oriented line segments (Hubel
and Wiesel, 1959, 1962; Hubel, 1995). These cells
construct lines such as the short black lines shown
in Figure 1. Computational theories of vision also
place the construction of contours early in the flow
of visual processing. In the influential theory of
David Marr, the flow of visual processing leads to
a sequence of visual representations: the primal
sketch, the 214D sketch, and the 3D model (Marr,
1982). The primal sketch makes explicit structure
and grouping in the 2D image, the 24D sketch
represents the surface geometry of objects relative
to the viewer, and the 3D model represents the
volume of objects in coordinates centered in the
objects.

The primal sketch contains contours as a key
element of the representation. In Marr’s theory
these are constructed by first linearly filtering the
retinal image with a spatial filter whose shape is
defined mathematically as the Laplacian of a 2D
Gaussian (Marr and Hildreth, 1980). This filter is
circularly symmetric, and its shape resembles a
Mexican hat. Edges correspond to those places
where the values of the filtered output pass
through zero. Marr and Hildreth proposed that
simple cells in primary visual cortex are in fact
detectors of these zero crossings. Their computa-
tional theory of edge detection has been super-
seded by later approaches that filter the image
with spatial filters that are not circularly symmet-
ric, but are designed to optimize the signal-to-noise
ratio in the edge construction process (Canny, 1986;
Deriche, 1987).

Linearly filtering an image is a key first step in
the construction of contours. The steps that come
after filtering are complex and highly nonlinear.
This is also illustrated in Figure 1: in square 1, one
sees not only the short black lines, but also a square
with clear edges. The square appears to be slightly
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brighter than the background. In fact, measurement
of actual light intensities would indicate that the
white region inside the square is identical to
the white region outside the square, and that no
edge has been drawn around the square. The
brightness of the square, and the clear edges that
mark its border, are entirely constructs of your
visual system. The square region is called a subject-
ive (or illusory) surface and its edges are called
subjective (illusory) contours (Petry and Meyer,
1987). Square 2 also appears to have a subjective
square region surrounded by clear subjective con-
tours. If we superimpose square 1 on square 2 so
that their subjective squares are perfectly aligned,
we obtain the image labeled ‘1 + 2. Here the sub-
jective square and subjective contours are weak or
missing altogether; this is the opposite of what one
would predict if the construction of contours were
an entirely linear process (Albert and Hoffman,
2000).

Neurons that signal subjective contours have
been found in the primary visual cortex, area V1,
of the macaque monkey (Grosof et al., 1993) and
also in area V2, the next stage of cortical visual
processing (von der Heydt ef al., 1984). Several
artificial neural network models have been pro-
posed to explain the properties of these cells (von
der Heydt and Peterhans, 1989; Francis and Gross-
berg, 1996).

THREE-DIMENSIONAL SHAPE FROM
IMAGE CONTOURS

The visual system not only constructs 2D contours,
it also constructs the 3D shapes of objects and rep-
resents these 2D contours and 3D shapes in terms
of parts and their spatial relationships. In the pro-
cess of constructing 3D shape, human vision con-
sults a variety of sources of information, including
shading, texture, motion, occlusion, binocular dis-
parity, and 2D contours.

Figure 2a illustrates the construction of 3D
shapes from 2D contours. The figure uses just a
few contours to depict a doughnut shape. The con-
tours are called ‘occluding contours” because they
depict points where the visible portions of the 3D
shape just begin to occlude the hidden portions. Yet
these few occluding contours are sufficient to trig-
ger the visual system to construct the smooth 3D
shape of the doughnut. Human vision uses several
geometric facts and assumptions in the process.
The qualitative shape of a 3D object can be de-
scribed at each point as being convex, concave,
cylindrical, or saddle-shaped. Convex regions are

shaped like the outside surface of an egg, concave
regions like the inside surface of an egg, cylindrical
regions like a cylinder, and saddle-shaped regions
like the surface of a horse’s saddle. Convex regions
of a doughnut are denoted by plus signs in Figure
2a, and saddle-shaped regions by minus signs. As
can be seen from Figure 2a, the outer occluding
contours are in convex regions, whereas the inner
occluding contours are in saddle-shaped regions.
Jan Koenderink showed that human vision can, in
principle, infer the qualitative shapes of smooth 3D
surfaces from their projected occluding contours
(Koenderink, 1984). The visual system also as-
sumes in this case that the surface varies smoothly
between the occluding contours. Since the qualita-
tive shape changes from convex to saddle between
these contours, it must be cylindrical at the bound-
ary between convex and saddle. The cylindrical
points are indicated by the dashed circle on top of
the doughnut. This gives a complete qualitative
description of the 3D shape of the doughnut,
which Koenderink has shown can be derived en-
tirely from its occluding contours and some built-in
knowledge of geometry and projection.

Human vision organizes 2D and 3D shapes into
parts as an aid to recognition, manipulation, and
naming. It often uses concave regions, and espe-
cially points of highest magnitude of curvature
within these concave regions, to divide shapes
into parts: this is called the ‘minima rule” (Hoffman
and Richards, 1984; Hoffman and Singh, 1997;
Singh et al., 1999). This is illustrated in Figure 2b,
which shows the well-known face—goblet ambigu-
ous figure. If the faces are taken as the object, then
the extrema of curvature within the concave
regions of the faces are used by human vision as
the boundaries between parts. These extrema are
indicated by the short dashes on the right-hand
side of the figure, and divide the faces into parts
corresponding to the forehead, nose, lips and chin.
If the goblet is taken as the object, then the regions
of the curves that are concave and convex are re-
versed from when the faces are taken as the object.
Since only concave regions are used to create part
boundaries, human vision creates a new set of part
boundaries for the goblet that are different from the
part boundaries of the faces. These are shown on
the left-hand side of Figure 2b, and divide the
goblet into a lip, bowl, stem and base. Neuro-
physiological studies of visual area V4 have found
many cells that signal the extrema of curvature of
2D contours (Pasupathy and Connor, 1999).
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SHADING

Consider Figure 3a. It contains a pattern of gray-
level intensity values distributed on a flat sheet of
paper. However, it is quite difficult to see this
figure as simply a two-dimensional pattern. One
cannot help but see a light-colored wrinkled sur-
face extended in three dimensions, lit from the left.
The ability of the visual system to construct a 3D
surface shape from 2D shading information is a
striking computational feat. When viewing a sur-
face, the light intensity at any given location on the
retina is a combined function of (at least) three
different variables: the reflectance properties of
the surface, the local orientation of the surface,
and the position and intensity of the light sources.
In order to construct the percept of a 3D surface, the
visual system must somehow decompose the pat-
tern of luminance values into the separate contri-
butions of surface reflectance, surface shape, and
illumination.

In principle a unique solution to the shape-from-
shading problem can be derived under restrictive
conditions: the reflectance function of the surface is
known, the surface is smooth, and the illuminant
is a single point source (Horn, 1977). These as-
sumptions allow variations in image luminance
to be attributed entirely to gradual changes in sur-
face orientation. Humans, however, are able to per-
ceive shape from shading in many situations where
the reflectance is unknown, the surface contains
tangent discontinuities, and is lit by more than
one light source. This suggests that human vision
brings to bear other constraints in computing 3D
shape from shading information — although it is fair
to say that the precise constraints used by human
vision remain largely unknown.

Koenderink and colleagues have probed psycho-
physically the human perception of surface relief
from gray-level images (these typically contain
both shading and occluding contours). One tech-
nique uses a gauge figure — the projection of a
circular disk oriented in 3D, with a short line seg-
ment sticking perpendicularly out of its center
(Figure 3b). In a typical experiment, a gauge figure
is superimposed at a large number of locations on a
shaded image, and the observer adjusts its per-
ceived 3D orientation using a trackball, in order to
match the perceived local orientation of the surface
(Koenderink et al., 1992). These local measurements
can then be integrated to construct the global sur-
face structure perceived by the observer (this pre-
supposes internal consistency in the observer’s
responses, which is typically the case). Although
this perceived surface structure is qualitatively

similar to the depicted surface, it is not quantita-
tively the same. In particular, surface reliefs seen by
different observers differ by depth scalings (i.e.
flattenings and elongations in depth), and simi-
larly, surface reliefs seen by the same observer
under different illumination conditions differ by
depth scalings. Moreover, different parts of the
depicted surface are often seen depth-scaled by
different amounts (Todd et al., 1996), providing
further evidence that human vision represents sur-
face shapes in terms of parts.

Qualitatively similar surface reliefs are obtained
using a different technique in which pairs of points
are presented at different locations on a shaded
image, and observers are asked to indicate which
of the two points appears closer in depth (Koender-
ink et al., 1996). This method, however, yields
results that are less precise than those obtained by
the gauge figure method by an order of magnitude.
This, in itself, is a significant finding: it suggests
that a depth map — a pointwise specification of
relative depth at each image location (e.g. Marr,
1982) —is not the primary way human vision repre-
sents surface structure, from which it then derives
local surface orientation. Rather, surface orienta-
tion itself appears to be a perceptually fundamental
variable. Moreover, the fact that quantitatively dif-
ferent surface reliefs are obtained with different
experimental methods suggests that the visual
system may not have a single representation of
surface shape, but rather may invoke distinct repre-
sentations depending on the task at hand (Koen-
derink, 1998).

CONCLUSION

Human vision starts with just the shower of
photons that hit the retina of each eye, and pro-
ceeds to construct two-dimensional contours and
three-dimensional forms by consulting various
sources of information, including shading, texture,
motion, occlusion, binocular disparity and image
contours. In the process it uses many rules of con-
struction, some of which are based on laws of
geometry, reflectance, lighting and projection.
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Glossary

Extrema of curvature Points on a curve or surface
where the magnitude of curvature is locally the
greatest.

Occluding contour Points where the visible portions of
a three-dimensional form just begin to occlude the in-
visible portions.

Photon The smallest unit of light.

Subjective contour A contour seen by human obser-
vers but not by measuring devices such as pho-
tometers.

Visual cortex Regions of the cortex of the brain that are
involved in processing visual information.

Keywords: (Check)

extrema of curvature; occluding contour; shading; subjective contour; surface orientation
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Figure 1. Constructing visual contours is not a simple

~ linear process. In square 1 and square 2 we see a square
1®= with clear edges. When these two figures are linearly
) superimposed, as in)right-hand image, we no longer see
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a square with clear edges: this is the opposite of what one
would expect from a linear process

(@) (b)

Figure 2. (a) Human vision can construct 3D shapes
from simple 2D drawings of contours, as illustrated by
the doughnut in this figure. (b) Human vision has rules
for carving 2D curves and 3D shapes into parts. In the
face—goblet ambiguous figure these rules divide the faces
into parts corresponding to the forehead, nose, lips and
chin; they divide the goblet into a lip, bowl, stem and
base

-

(b)

Figure 3. (a) Human vision can construct three-
dimensional surface shape from two-dimensional images
depicting shading information. To do so, it must separate
the contributions of surface shape from those of surface
reflectance and illumination (Photograph by Marc Talu-
san). (b) The gauge figure is used to probe the surface
structure perceived by observers (Koenderink et al.,
1992). Observers adjust the 3D orientation of the gauge
figure until it ‘fits” a depicted surface locally
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