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Abstract

One of the key memory tests in the clinical assessment
and diagnosis of Alzheimer’s Disease (AD) is the
recognition memory task. Models developed in cogni-
tive psychology have previously been applied to help
understand clinical data. In particular, Signal Detection
Theory (SDT) models have been used, to separate
people’s memory capabilities from their decision-making
strategies. An important finding in this literature is
that people with AD change their decision strategy in
response to memory impairment, applying a more liberal
criterion than people without AD. In this paper, we
analyze clinical data that measures the progression of
AD in a detailed way, using a theoretically motivated
version of SDT, and applying hierarchical Bayesian
methods to model individual differences. Our results
corroborate many of the previous findings, but provide a
more detailed focus on recognition performance with AD
progression.
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Introduction
The clinical assessment and diagnosis of Alzhiemer’s
disease (AD) routinely involves the administration of
memory tests that are familiar to cognitive scientists who
study human memory. In particular, recognition, imme-
diate free recall, and delayed free recall are large sub-
components of assessment tools such as the MCIS and
the ADAS-Cog (e.g., Morris, Heyman, & Mohs, 1989).
This link means there is an important role for theories
and models of memory, as developed in the cognitive
sciences (for an overview, see Norman Detre, & Polyn,
2008), in helping understand AD. In particular, mem-
ory models can provide quantitative measurement tools
that allow for patient behavior to be interpreted in terms
of psychologically meaningful latent parameters (e.g.,
Riefer, Knapp, Batchelder, Bamber, & Manifold, 2002).

A good example of the potential for applying mem-
ory models to clinical data is provided by a literature
that uses equal-variance Signal Detection Theory (SDT)
models (e.g., MacMillan & Creelman, 2004). SDT is
widely-used as a basic model of the recognition mem-
ory task, and has the theoretical attraction of separating
memory capabilities from decision processes when ex-
plaining people’s behavior (e.g., Budson Wolk, Chong,

& Waring, 2006; Snodgrass & Corwin, 1988). This is a
very important capability, because there is considerable
evidence that AD patients do have different decision-
making strategies in tasks like recognition memory.

The recent review by Budson et al. (2006) notes that
the application of SDT models to clinical data has re-
peatedly shown that patients with AD use a more liberal
criterion in identifying previously studied words. This
strategy is usually interpreted as a response to aware-
ness of diminishing memory capabilities. Additionally,
Budson et al. (2006) report the results of an experiment
which addressed several potential confounds in the exist-
ing experiments, including unequal numbers of old and
new words and semantic and/or perceptual relatedness of
the old and new words. Again, AD patients were found
to have abnormally liberal response biases compared to
non-AD patients.

In this paper, we extend the application of SDT mod-
els to clinical recognition memory data. We do this
in a number of ways. First, we use a large new clini-
cal database, which has the advantage of measuring the
progression of AD in some detail. This lets us con-
duct a finer-grained analysis of how recognition memory
changes as AD progresses. Second, we use a simple vari-
ant of the standard SDT model that builds in an unequal-
variance assumption. This is theoretically preferable,
given empirical evidence that there is more variability
in people’s memory for studied than non-studied words.
Third, we embed our SDT analyses with a hierarchical
Bayesian framework for statistical inference. This lets
us provide a coherent model-based account of variation,
at both the level of individual patients, and the level of
clinical sub-populations.

The plan of the paper is as follows. We begin by de-
scribing the clinical data, and then the unequal-variance
SDT model we use. We show that the model provides a
good account of the data, and show how inference about
the model’s parameters gives an interpretable account of
changes in recognition memory with the progression of
AD. We then extend the modeling to account explicitly
for changes in decision bias, and conclude by discussing
how our findings relate to the existing literature.

Clinical Data
Our data come from two neurology clinics where 1350
patients completed a standard old/new recognition mem-



ory test. The patient was shown a study list of 10 words
to memorize, and was then tested on their ability to rec-
ognize the 10 studied old words from 10 unstudied new
words. This means there are 20 test trials, on each of
which the patient was shown a word and simply asked
to decide whether or not the word was on the study list.
Consequently, the patient’s behavior on each trial natu-
rally falls into one of the standard SDT classes of hits,
misses, false alarms, and correct rejections. The words
themselves were selected from the CERAD (Consortium
to Establish a Registry for Alzheimer’s Disease) word list
(Shankle, Mangrola, Chan, & Hara, 2009).

Independent of patient performance on the recognition
memory tests, a trained neurologist used the Functional
Assessment Staging Test (FAST) to assess the severity
of each patient’s AD. The FAST (Reisberg, 1988) is a
well-validated diagnostic tool used by clinicians to clas-
sify patients into one of the seven stages of AD, each of
which corresponds to a level of functional impairment.
Specifically, stage 1 corresponds to ‘normal aging’, stage
2 to ‘possible mild cognitive impairment’, stage 3 to
‘mild cognitive impairment’, stage 4 to ‘mild dementia’,
stage 5 to ‘moderate dementia’, stage 6 to ‘moderately
severe dementia’ and stage 7 to ‘severe dementia’. We
focus on only FAST Stages 1–5, because patients diag-
nosed into Stages 6 and 7 have very limited functional
capabilities, and cannot necessarily understand and com-
plete memory tasks. In our sample of 1350 patients, 288
were classified as Stage 1, 308 as Stage 2, 129 as Stage
3, 436 as Stage 4, and 189 at Stage 5.

Hierarchical SDT Model
In this section, we describe the hierarchical SDT model
we use to analyze the clinical data. We start with a stan-
dard SDT model, and then describe how our hierarchical
extensions add the capability to model individual differ-
ences and changes in bias. We then implement the model
as a graphical model to allow Bayesian inference.

Signal Detection Theory
The basic SDT model shown in Figure 1 assumes that,
on each trial, the presented word evokes some memory
strength. The memory strengths of both old and new
words are assumed to have Gaussian distributions, with
the mean of the new distribution separated from the mean
of the old distribution by a distance d′ > 0. In this way,
d′ measures the discriminability of the old from the new
words, and so represents the acuity of memory for the
words.

Due to the assumed overlap of the old and new distri-
butions, an individual needs a decision strategy for relat-
ing memory strength to responses in a recognition test.
SDT models assume this is done using a criterion level
of memory strength k below which the individual will
respond studied and above which the individual will re-
spond non-studied. The area h under the old distribution
above the criterion corresponds to the hit rate, and the
area f under the new distribution above the criterion cor-
responds to the false-alarm rate.
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Figure 1: The unequal-variance SDT model and param-
eters.

The distance c between this criterion and unbiased re-
sponding is commonly used as a measure of response
bias due to its purported independence from d′ (Snod-
grass & Corwin, 1988). The response bias measures the
tendency of an individual to give one response rather than
another.

Extension for Unequal Variance
Most SDT modeling in psychology assumes that the
standard deviations of the old and new distributions are
equal, with σold = σnew = 1 for convenience. Results of
recognition memory experiments (e.g., Mickes, Wixted,
& Wais, 2007), however, support a version of SDT in
which the standard deviation of the old distribution is
25% larger than the standard deviation of the new distri-
bution, so that σnew/σold = 0.8. This finding is usually
interpreted as coming from variability in the encoding
of studied words. Our SDT model adopts an unequal-
variance assumption, using the approach developed by
Dennis, Lee, & Kinnell (2008).

Extension for Individual Differences
Most previous applications of SDT models to the recog-
nition memory data of Alzheimer’s patients have also
ignored the issue of individual differences. To address
this shortcoming, we apply hierarchical methods to ex-
tend the standard SDT model (e.g., Dennis, Lee, & Kin-
nell, 2008; Rouder & Lu, 2005). The basic idea is to
introduce sub-populations at a group-level that allow for
different parameter values for different levels of sever-
ity in AD. An individual patient’s discriminability and
response bias parameters are then drawn from the appro-
priate group-level distribution for their level of severity.
In this way, the model allows freedom for different indi-
viduals to have different parameters, but still maintain a
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Figure 2: Graphical model implementation of the hierar-
chical SDT model.

similarity to other patients with a similar level of cogni-
tive impairment.

Extension for Modeling Change
Most previous analyses focusing on changes in response
bias with AD progression have taken a purely statistical
approach. Typically, they have tested for significant dif-
ferences in bias or criterion parameters, as inferred sepa-
rately from AD and non-AD patients. We adopt a differ-
ent approach based on cognitive modeling, building as-
sumptions about how bias changes into the model itself.
This is consistent with the basic idea of generative mod-
els, which try to provide formal accounts of how latent
parameters produce and co-vary with observed behavior,
and can be contrasted with the discriminative philosophy
of post-hoc statistical tests. In the generative approach,
a model of change is incorporated into the SDT model,
with the goal of providing a complete and integrated ac-
count of how the criterion changes with the progression
of AD.

Graphical Model Implementation
We implemented our hierarchical SDT model in the form
of a Bayesian graphical model, a formalism widely used
statistics and computer science (e.g., Jordan, 2004). In
graphical models, nodes correspond to variables, and
their interdependencies show the causal relationships be-
tween the variables. In particular, graphical models

show how unobserved variables (i.e., parameters) gen-
erate observed variables (i.e., data). Details and tutori-
als are aimed at cognitive scientists are provided by Lee
(2008) and Shiffrin, Lee, Kim, and Wagenmakers (2008).
The practical advantage of graphical models is that so-
phisticated and relatively general-purpose Markov Chain
Monte Carlo (MCMC) algorithms exist that can sample
from the full joint posterior distribution of the parameters
conditional on the observed data.

It is easiest to understand the graphical model in Fig-
ure 2 by starting with the d′

j and cj nodes, which are the
discriminability and bias parameters for the jth patient.
These parameters can be used to generate the hit and
false-alarm rates for that patient, according to the SDT
model. The hit rate is hj = Φ(d′

j/2 − cj) and the false
alarm rate is fj = Φ(−(d′

j/2 + cj)/τ), where τ = 0.8
gives the unequal-variance model advocated by Mickes,
Wixted, and Wais (2007). Based on these hit and false
alarm rates and the O = 10 old and N = 10 new words
presented to all patients during the recognition tests, the
jth patient produces Hj ∼ Binomial(hj , T ) hits and
Fj ∼ Binomial(fj , D) false-alarms.

The distributions of discriminability and bias for dif-
ferent AD diagnoses, at the group or sub-population
level, are controlled by the mean µ and precision λ
variables. There is a Gaussian group distribution for
each group. If, for example, we use FAST stage di-
agnoses to define groups, and the jth patient belongs
to stage zj , then d′

j ∼ Gaussian(µd′,zj , λd′,zj ) and
cj ∼ Gaussian(µc,zj

, λc,zj
).

Finally, the graphical model in Figure 2 implements
a basic model of change for response bias. Following
previous analyses (e.g., Snodgrass & Corwin, 1988), we
just consider the change from non-AD to AD patients.
The parameter µc,0 measures the non-AD response bias,
and a quantifies the change, so that µc,1, µc,2 = µc,0 and
µc,3, . . . , µc,5 = µc,0 + a.

Modeling Results
In order to perform Bayesian inference, we imple-
mented the graphical models in WinBUGS (Spiegelhal-
ter, Thomas, & Best, 2004. This software uses a range
of MCMC computational methods to obtain samples
from the posterior distributions of the relevant parame-
ters (e.g., Mackay, 2003). All of our analyses are based
on 10,000 posterior samples collected following a burn-
in of 1000 samples, using multiple chains to check con-
vergence.

Assessing Model Fit
Posterior predictive distributions provide an intuitive and
principled to assessing the descriptive adequacy of a
Bayesian model (Gelman, Carlin, Stern, & Rubin, 2004,
pp. 165–172). A posterior prediction corresponds to the
data the model expects, based on the parameter values it
has inferred, and naturally takes into account uncertainty
in those parameter estimates.

Figure 3 shows a posterior predictive analysis for the
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Figure 3: Posterior predictive assessment of the fit of the hierarchical SDT model. The first row shows the hit and
false-alarm counts for each patient, according to their FAST stage, with the counts for a randomly selected patient
shown in bold. The second and third rows show the corresponding posterior predictive distributions for hit and false
alarm counts for the group data and for the individual patient data. In the posterior predictive panels, the box sizes are
proportional to the mass of the posterior predictive distribution for that combination of hits and false alarms.

hierarchical SDT model. The first row corresponds to the
behavioral data, the second row to the group-level infer-
ences of the model, and the third-level to the individual-
level inferences of the model. The columns correspond
to the five FAST stages. Each panel shows the distribu-
tion of data or predicted data in terms of hit and false-
alarm counts, as in standard Receiver Operation Char-
acteristic (ROC) analysis (e.g., MacMillan Creelman,
2004).

The observed data for all patients are shown as gray
crosses, except for one highlighted individual—selected
out to test the individual-level predictions of the model—
shown by a black cross. For the group level, the model’s
posterior predictions are shown by squares, with areas
proportional to predictive mass. It is clear that the group-
level predictions match the data, and show a degradation
in performance, with fewer hits and more false-alarms,
as the severity of AD progresses. In this sense, the
model provides an accurate description of the similari-
ties and differences between clinical sub-populations. In
the individual-level model predictions, the area of the
squares again correspond to predictive mass, and provide
accurate fits to the observed data. We note that several
of the individuals were deliberately chosen to be out-
liers within their clinical sub-population. The ability of
the model for describe these individuals well, while si-

multaneously describing group-level performance, high-
lights the advantages of the hierarchical approach we
have taken to modeling individual differences.

Assessing Discriminability and Bias
Figure 4 shows the joint and marginal posterior distribu-
tions for both discriminability and bias, at the level of the
FAST stage groups. The main panel shows samples from
the joint distribution for each of the five FAST stages.
The side panels show the marginal distributions for both
discriminability and bias.

As would be expected, discriminability decreases as
AD severity progresses, starting around d′ = 4 for non-
AD patients in the first two stages, and decreasing to
d′ < 1 for patients in stage 5. The pattern change in
recognition bias across the stages is more revealing. Pa-
tients in the non-AD stages start with a conservative bias,
with c > 0, meaning they are more likely to fail to rec-
ognize studied words than to false-alarm to non-studied
words. This bias changes significantly for the AD pa-
tients, and becomes much more liberal, shifting to a posi-
tion almost consistent with unbiased responding at c = 0.

Assessing Change in Recognition Criterion
Figure 4 shows that the change in criterion is sudden
and sustained. At FAST stage 3—which is the first AD



Group Discriminability

G
ro

up
 B

ia
s

 

 

−0.5

−0.25

0

0.25

0.5

0 1 2 3 4 5

Stage 1
Stage 2
Stage 3
Stage 4
Stage 5

Figure 4: Joint and marginal posterior distributions for the group-level discriminability and bias parameters, for each
of the five FAST stages.

stage—the distribution of individual response bias moves
to a smaller value, and it sustains approximately the same
distribution over subsequent progression through stages
4 and 5.

Our generative model of change allows an immediate
inference about the significance of these apparent change
in response bias, via the posterior distribution of the a
parameter. This is the parameter that control the step-
change in response bias between AD and non-AD diag-
noses. Its posterior distribution is shown in Figure 5, and
is clearly negative, and does not include zero, confirming
the liberal change in bias at the onset of AD.

Discussion
Our results are largely consistent with previous findings,
but are not identical. We have corroborated the most im-
portant existing finding, which is that the onset of AD
leads to a liberalization in response bias in recognition
memory tasks. Our results, however, extend the previous
understanding of the change in response bias, through us-
ing a clinical data set with more FAST stage information
about AD progression. Using this more detailed mea-
sure we found, perhaps surprisingly, that the change in
response bias seems to involve a sudden shift at the onset
of AD, rather than gradual change over its progression.

Unlike most previous studies, we found non-AD pa-
tients starting from a conservative criterion setting—
being more likely to miss than to false-alarm—and so the
liberalization actually leads to more unbiased decision-

making in the AD patients. There are many possible
reasons for this difference, which are worth further in-
vestigation. One possibility involves methodological is-
sues, including details of the assessment tasks, such as
differences in the word lists used. Another possibility re-
lates to more fundamental theoretical and modeling dif-
ferences in our analysis. We have introduced a number of
innovations, any (or all) of which might lead to different
findings from more standard analyses.

We think the modeling approach we have used has
some clear advantages over previous work. As AD
progresses, memory capabilities and decision strategies
change in important and interpretable ways. But there
remains variability in the characteristics of individual pa-
tients, even though they can appropriately be classified
within groups like FAST stages. Our hierarchical ap-
proach naturally incorporates this interplay between clin-
ical sub-populations and individual patients, making it
suitable for both broad characterization of AD progres-
sion and for individual diagnosis.

Throughout our modeling, we used a simple exten-
sion of the standard SDT model to allow for unequal-
variances between studied and non-studied words. We
think this theoretically preferable, although we did not
observe very different results when we repeated the cur-
rent analyses with equal-variance SDT. Perhaps the most
striking difference was that the posterior for the response
bias parameter in Figure 5 showed a much stronger
change in bias for the non-AD versus AD comparison.
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Figure 5: Posterior distribution for the a parameter,
which controls the change in response bias from non-AD
to AD patients.

It may be that equal-variance SDT overstates the change
in decision strategies.

We believe the framework for modeling change we
have introduced also has great potential, but realize we
have only taken the smallest first step. The key idea
is that group-level parameters like discriminability and
bias can now be inter-related across diagnoses or classi-
fications like FAST stages. We used a simple step func-
tion between non-AD and AD patients, but much more
sophisticated functional relationships could be modeled,
expressing a theory of how key psychological variables
change throughout AD progression. Even more gener-
ally, graphical models provide a natural vehicle for mod-
eling and evaluating changes in these variables due to ex-
ternal factors like treatments in clinical trials, or for ex-
pressing these variables in terms of causal or co-variate
information like demographic or other properties of peo-
ple. These sorts of extended possibilities highlight the
potential of using cognitive models like SDT and hierar-
chical Bayesian analysis to understand Alzheimer’s Dis-
ease.
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