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Abstract

In bandit problems, a decision-maker must choose between a set of alternatives, each of which has a fixed but unknown rate of
reward, to maximize their total number of rewards over a sequence of trials. Performing well in these problems requires balancing
the need to search for highly-rewarding alternatives, with the need to capitalize on those alternatives already known to be reason-
ably good. Consistent with this motivation, we develop a new psychological model that relies on switching between latent
exploration and exploitation states. We test the model over a range of two-alternative bandit problems, against both human
and optimal decision-making data, comparing it to benchmark models from the reinforcement learning literature. By making infer-
ences about the latent states from optimal decision-making behavior, we characterize how people should switch between explora-
tion and exploitation. By making inferences from human data, we begin to characterize how people actually do switch. We discuss
the implications of these findings for understanding and measuring the competing demands of exploration and exploitation in

sequential decision-making.
© 2010 Elsevier B.V. All rights reserved.
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1. Introduction
1.1. Bandit problems

In bandit problems, a decision-maker chooses repeat-
edly between a set of alternatives. They get feedback after
every decision, either recording a reward or a failure. They
also know that each alternative has some fixed, but
unknown, probability of providing a reward each time it
is chosen. The goal of the decision-maker is to obtain the
maximum number of rewards over all the trials they com-
plete. In some bandit problems, the number of trials is not
known in advance, but there is some probability any trial
will be the last. These are known as ‘infinite horizon’ ban-
dit problems. In other bandit problems the number of
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trials is fixed, known, and usually small. These are known
as ‘finite-horizon’ bandit problems.

Bandit problems provide an interesting formal setting
for studying the balance between exploration and exploi-
tation in decision-making. In early trials, it makes sense
to explore different alternatives, searching for those with
the highest reward rates. In later trials, it makes sense
to exploit those alternatives known to be good. How
exactly this balance between exploration and exploitation
should be managed, and should be influenced by factors
such as the distribution of reward rates, the total number
of trials, and so on, raises basic questions about adapta-
tion, planning, and learning in intelligent systems. For
these reasons, bandit problems have been widely studied
in machine learning (Berry & Fristedt, 1985; Gittins,
1979; Kaebling, Littman, & Moore, 1996; Macready &
Wolpert, 1998; Sutton & Barto, 1998) and cognitive sci-
ence ( Cohen, McClure, & Yu, 2007, Daw, O’Doherty,
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Dayan, Seymour, & Dolan, 2006; Steyvers, Lee, &
Wagenmakers, 2009), and many models of decision-mak-
ing strategies have been proposed.

1.2. Research goals

A first motivation for our work is to refine and extend
one existing theoretical idea that seems especially relevant
to understanding human decision-making on bandit prob-
lems. This is the idea of latent state modeling, in which
behavior is treated as a mixture of different processes, con-
trolled by unobserved states. Latent state models are well
suited to situations, where two or more qualitatively differ-
ent types of decision-making are needed to explain perfor-
mance as a whole. The general latent state approach has
been successful in many areas of the cognitive sciences,
ranging from all-or-none theories of learning (Batchelder,
1970), to models of language ( Griffiths, Steyvers, Blei, &
Tenenbaum, 2005), to models of the roles of guessing
and other contaminant behavior in simple decision-making
(Vandekerckhove & Tuerlinckx, 2007). The latent state
approach seems a particularly natural account of human
decision-making in bandit problems, given the requirement
to choose between the competing, and qualitatively differ-
ent, demands of exploration and exploitation.

A second motivating challenge for our work involves
interpreting, evaluating and potentially improving human
decision-making. Using the optimal decision process (Kae-
bling et al., 1996), it is possible to evaluate how well a per-
son solves bandit problems. The conclusion might be
something like “you got 67% rewards, but optimal behavior
would have given you 75% rewards, so you are falling
short.” This seems like only a partial evaluation, because
it does not explain why their decisions were sub-optimal.
Instead, to help us understand human and optimal deci-
sion-making on bandit problems, we use simple heuristic
models. These include several benchmark models from the
existing machine learning literature, as well the new latent
state model we develop. The attraction of these models is
that they provide simple process accounts of how a deci-
sion-maker should behave, depending on a small set of
parameters. We choose models whose parameters have
clear and useful psychological interpretations. This means
that, when we fit the models to data, and estimate the
parameters, we obtain interpretable measures of key aspects
of decision-making. Instead of just telling people they are
falling short of optimal, we now aim also to tell them “the
problem seems to be you are exploring for too long: the
optimal thing to do is to stop exploring at about the 5th
trial”, or “you are not shifting away quickly enough from
a choice that is failing to reward you: the optimal thing to
do is to leave a failed choice about 80% of the time.”

1.3. Overview

With these motivations in place, the outline of this paper
is as follows. First, we describe an experiment in which

human and optimal decision-making data for a variety of
bandit problems was collected. We then describe four exist-
ing benchmark heuristics, before developing our new
model. We test all of these models as accounts of the
human and optimal decision data, using Bayesian methods
that balance both goodness-of-fit and model complexity in
model evaluation, and find that our new model performs
better than the existing ones. Finally, we demonstrate
how the psychological interpretability of the heuristics
can help characterize and compare human and optimal
decision-making on bandit problems.

2. Human and optimal decision data
2.1. Bandit problem conditions

We considered six different types of bandit problems, all
involving just two-alternatives, which is the most com-
monly studied case in the literature, and all having short
fixed horizons. The six conditions varied in a 2 x 3 design,
manipulating how many trials there were in a problem, and
how the reward rates for the alternatives were chosen. Spe-
cifically, there were two trial sizes (8-trial and 16-trial), and
three different environmental distributions (‘plentiful’,
‘neutral’ and ‘scarce’) controlling the reward rates.

The basic idea of environmental distributions is to
manipulate whether reward rates tend to have high or
low values. Following (Steyvers et al., 2009), the environ-
ments were defined in terms of Beta («,ff) distributions,
where o corresponds to a count of ‘prior successes’ and f3
to a count of ‘prior failures’. The plentiful, neutral and
scarce environments used, respectively, the values o =4,
p=2,a=pf=1, and « =2, f =4. Reward rates for each
alternative in each problem were sampled independently,
for a total of 50 problems in each condition, from the
appropriate environmental distribution.

2.2. Human data

Data were collected from 10 naive participants (6 males, 4
females). A representation of the basic experimental interface
is shown in Fig. 1. The two large panels correspond to the
alternatives, either of which can be chosen on any trial by
pressing the button below. Within the panel, the outcomes
of previous choices are shown as count bars, with successes
on the left, and failures on the right. At the top of each panel,
the proportion of successes, if defined, is shown. The top of
the interface provides the success count, the current trial
number, the total number of trials, and a count of how many
problems out of the entire set have been completed.

Using this interface, within-participant data were collect
for all 50 problems for all six bandit problem conditions.
The order of the conditions, and of the problems within
the conditions, was randomized for each participant. All
6 x 50 =300 problems (as well as five practice problems
per condition) were completed in a single experimental ses-
sion, with breaks taken between conditions.
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Fig. 1. The experimental interface for a sample bandit problem, with two-alternatives and 16 total trials. After 10-trials, the first alternative on the left has
two successes (lighter, green bar) and five failures (darker, red bar), while the alternative on the right has one success and one failure. (For interpretation of
the references to colour in this figure legend, the reader is referred to the web version of this article.)

2.3. Optimal data

For finite-horizon bandit problems, there is a well
known optimal decision process, able to be implemented
using dynamic programming (Kaebling et al., 1996). Intu-
itively, this optimal approach recognizes that, on the last
trial, the alternative with the greatest expected reward
should be chosen. On the second-last trial, the alternative
that leads to the greatest expected total reward should be
chosen, given that the last trial will be chosen optimally.
By continuing backwards through the trial sequence in this
way, it is possible to establish a recursive process that
makes optimal decisions for entire problem.

We generated decision data using the optimal decision
process on each problem completed by each participant.
In generating these optimal decisions, we used the true «
and f values for the environment distribution. Obviously,
this gives the optimal decision-maker an advantage,
because participants have to learn the properties of the
reward environment. However, our primary focus is not
on measuring people’s shortcomings as decision-makers,
but rather in characterizing what people do when making
bandit problem decisions, and comparing this to the best
possible decision. From this perspective, it makes sense to
use an optimal decision process with perfect environmental

knowledge. It would obviously also be interesting to
develop and use an optimal decision process that optimally
learns the properties of its environment.

3. Four benchmark models

In this section, we describe four prominent models of
bandit problem decision-making, to serve as benchmark
models for human and optimal decision-making.

3.1. Win-stay lose-shift

Perhaps the simplest model for making bandit problem
decisions is the Win-Stay Lose-Shift (WSLS) heuristic (Sut-
ton & Barto, 1998). In its deterministic form, it assumes
that the decision-maker continues to choose an alternative
following a reward, but shifts to the other alternative fol-
lowing a failure to reward. In the stochastic form we use,
the probability of staying after winning, and the probabil-
ity of shifting after losing, are both parameterized by the
same probability 7.

Psychologically, the win-stay lose-shift heuristic does
not require a memory, because its decisions only depend
on the presence or absence of a reward on the previous
trial. Nor is the heuristic sensitive to the horizon (i.e., the
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finite number of trials) in the bandit problem version we
consider, because its decision process is the same for all
trials.

3.2. e-Greedy

The e-greedy heuristic is a standard approach coming
from reinforcement learning (Sutton & Barto, 1998). It
assumes that decision-making is driven by a parameter €
that controls the balance between exploration and exploita-
tion. On each trial, with probability 1 — e the decision-
maker chooses the alternative with the greatest estimated
reward rate (i.e., the greatest proportion of rewards
obtained for previous trials, where the alternative was cho-
sen). This can be conceived as an ‘exploitation’ decision.
With probability ¢, the decision-maker chooses randomly.
This can be conceived as an ‘exploration’ decision.

Psychologically, the e-greedy heuristic does require a
limited form of memory, because it has to remember counts
of previous successes and failures for each alternative. It is
not, however, sensitive to the horizon, and uses the same
decision process on all trials.

3.3. e-Decreasing

The e-decreasing heuristic is a variant of the e-greedy
heuristic, in which the probability of an exploration deci-
sion decreases as trials progress (Sutton & Barto, 1998).
In its most common form, which we use, the e-decreasing
heuristic starts with an exploration probability ¢, on the
first trial, and then uses an exploration probability of ey/i
on the ith trial. In all other respects, the e-decreasing
heuristic is identical to the e-greedy heuristic.

This means the e-decreasing heuristic does more explo-
ration on early trials, and focuses on its estimate of
expected reward more on later trials. Psychologically, the
innovation of the e-decreasing heuristic means it is sensitive
to the horizon, making different decisions over different
trials.

3.4. n-First

The =-first model is usually called the e-first model in the
literature (Sutton & Barto, 1998). It is, however, quite dif-
ferent from the e-decreasing and e-greedy models, and we
emphasize this with the different name. The n-first model
assumes two distinct stages in decision-making. In the first
stage, choices are made randomly. In the second stage, the
alternative with the greatest estimated reward rate is always
chosen. The first stage can be conceived as ‘exploration’
and the second stage as ‘exploitation’.

In our implementation, a discrete parameter m deter-
mines the number of exploration trials, so that the nth trial
marks the last trial of exploration. In addition, we include a
parameter y that we call the ‘accuracy of execution’ to
make the exploitation behavior probabilistic. Formally,
n-first chooses the alternative with greatest estimated

reward with probability y in the second stage. Intuitively,
y quantifies how perfectly the deterministic decision rule
is followed in producing behavior, allowing for occasional
lapses caused by factors outside the core cognitive decision
processes of interest.

Psychologically, the =n-first model requires both the
memory of previous successes and failures needed in the
exploration stage, and has a clear sensitivity to the horizon.
The notion of two decision-making stages is a psychologi-
cally plausible and interesting approach to capturing how a
decision-making might balance the tradeoff between explo-
ration and exploitation.

4. A new latent state model

In this section, we develop a new model of bandit prob-
lem decision-making, motivated by the idea of latent states
used by the n-first model. The development comes in two
parts. We first implement and evaluate a ‘full’ latent state
model, that allows for switching between exploration and
exploitation at any trial in a bandit problem. We show,
however, by applying this model to the human and optimal
decision data, that it is possible to simplify the model sig-
nificantly. Accordingly, we finish this section defining a
simple latent state model that can subsequently be com-
pared to the simple benchmark models already described.

4.1. A full latent state model

In the full model we allow each trial to have a latent
state, introducing the possibility of switching flexibly
between exploration and exploitation to solve bandit prob-
lems. It is possible, for example, to begin by exploring, then
exploit, and then return for an additional period of explo-
ration before finishing by exploiting. Indeed, any pattern of
exploration and exploitation, changing trial-by-trial if
appropriate, is possible. This is an obvious extension of
the single switch assumption in the n-first model.

The second difference between our latent state model
and 7-first is that we implement exploration and exploita-
tion behavior using a more subtle mechanism. Recall that
n-first model just uses random search followed by deter-
ministic responding. Our model, in contrast, controls
exploration and exploitation by distinguishing between
three different situations.

These situations are explained by the example in Fig. 2.
In the same situation, both alternatives have the same num-
ber of observed successes and failures. In the better—worse
situation, one alternative has more successes and fewer fail-
ures than the other alternative (or more successes and equal
failures, or equal successes and fewer failures). In this situ-
ation, one alternative is clearly better than the other. In the
explore—exploit situation, one alternative has been chosen
more often, and has more successes but also more failures
than the other alternative. In this situation, neither alterna-
tive is clearly better, and the decision-maker faces the
explore—exploit dilemma. Choosing the better-understood
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Fig. 2. The three different possible cases for a bandit problem considered
by the new latent state model. Green (lighter) circles correspond to
previous rewards, while red (darker) crosses correspond to previous
failures. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)

alternative corresponds to exploiting, while choosing the
less well-understood alternative corresponds to exploring.’

Within our model, which alternative is chosen depends
on the situation, as well as the latent exploration or exploi-
tation state. For the same situation, both alternatives have
an equal probability of being chosen. For the better—worse
situation, the better alternative has a high probability,
given by a parameter y, of being chosen. The probability
the worse alternative is chosen is 1 — y. The crucial situa-
tion is the third one shown in Fig. 2, which we call the
explore—exploit situation. In this situation, our model
assumes the exploration alternative will be chosen with
the high probability y if the decision-maker is in a latent
‘explore’ state, but the exploitation alternative will be cho-
sen with probability vy if the decision-maker is in the latent
exploit state. In this way, the latent state for a trial controls
how the exploration versus exploitation dilemma is solved
at that stage of the problem.

Overall, therefore, our new model has a binary latent
state parameter for each trial in a bandit problem, and a
single accuracy of execution parameter. The model oper-
ates by examining, at each trial, the previous history of
rewards and failures for both alternatives. Using this infor-
mation, it determines whether the current decision is being
made in a same, better-worse, or explore—exploit situation.
It then executes the decision-making strategy appropriate

! Note that, by its construction, neither choice in the explore—exploit
situation is clearly better. In this way, our operational definition of
‘exploration” and ‘exploitation’ is very narrow, and is just meant to
characterize how decisions are made in this one case. A bit of care is
needed in interpretation, since our definition of, say, ‘exploration’ is
different from that of n-first or e-greedy, and none of the operational
definitions match the scope of the natural language use of the words.

to the situation, as just described, using the latent state
and accuracy of execution parameters as necessary.

4.2. Analysis of the full latent state model

We implemented the full latent state model as a proba-
bilistic graphical model in WinBUGS Lunn, Thomas, Best,
& Spiegelhalter, 2000), which makes it easy to do fully
Bayesian inference using computational methods based
on posterior sampling. Examples and tutorials for imple-
menting cognitive models as graphical models are provided
by Lee (2008) and Shiffrin et al. (2008), and details of
implementing this specific model are provided in Zhang,
Lee, and Munro (2009).

The key result coming from the modeling analysis
involves the pattern of change between latent exploration
and exploitation states over the trials, which are summa-
rized in Fig. 3. This figure shows whether the model is an
exploration or exploitation state as it accounts for both
the human and optimal data, over all six experimental con-
ditions. The experimental conditions are organized into the
panels, with rows corresponding the plentiful, neutral and
scarce environments, and the columns corresponding to
the 8- and 16-trials problems. Each bar graph shows the
probability of an exploitation state for each trial, beginning
at the third trial (since it is not possible to encounter the
explore—exploit situation until at least two choices have
been made). The larger bar graph, with darker blue bars,
in each panel is for the optimal decision-making data.
The 10 smaller bar graphs, with lighter green bars, corre-
sponds to the 10 subjects within that condition.

The most striking feature of the pattern of results in
Fig. 3 is that, to a good approximation, once the optimal
or human decision-maker first switches from exploration
to exploitation, they do not switch back. There are some
exceptions—both participants RW and BM, for example,
sometimes switch from exploitation back to exploration
briefly, before returning to exploitation—but, overall, there
is remarkable consistency. Most participants, in most con-
ditions, begin with complete exploration, and transition at
a single trial to complete exploitation, which they maintain
for all of the subsequent trials. This general finding is
remarkable, given the completely unconstrained nature of
the model in terms of exploration and exploitation states.
All possible sequences of these states over trials are given
equal prior probability, and all could be inferred if the deci-
sion data warranted.

4.3. ©-Switch: A simpler latent state model

The fact that both optimal and human data lead to a
highly constrained pattern of exploration and exploitation
states across trials suggests an obvious simplification of the
latent state model. Specifically, the pattern of change
across the latent states can be well modeled using only a
single parameter, controlling when exploration switches
to exploitation. That is, rather than needing a latent state
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Fig. 3. Each bar graph shows the inferred probabilities of the exploitation state over the trials in a bandit problem. Each of the six panels corresponds to
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participants. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

parameter for each trial, only a single switch-point param-
eter is needed, with all earlier trials following the explora-
tion state, and all later trials following the exploitation
state.

Thus, in the final version of our new model we use a
parameter 7 to control the trial at which the switch takes
place, and so call this the t-switch model. Psychologically,
the t-switch model has the same memory requirements as
the e-greedy, e-first and =-first heuristics. The t-switch
model also takes into account the horizon, using the same
latent stage approach as the n-first model. But z-switch is

fundamentally different from n-first, because of the way it
makes exploration and exploitation decisions, using the
approach summarized by Fig. 2. Recall, for example, that
n-first chooses randomly in its initial exploration state,
whereas t-switch makes ‘same’, ‘better’ or ‘explore’
choices, depending on the successes and failures for each
alternative on each trial. It is the detail of the decisions
t-switch makes, depending on how its internal state relates
to the state of reward history observed, and its justification
in terms of the detailed trial-wise analysis presented here,
that makes the t-switch model new and interesting.
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5. Evaluation of the new and benchmark models

We implemented all five models—the existing WSLS,
e-greedy, e-decreasing, and =-first models, and our new
T-switch model—again as probabilistic graphical models
using WinBUGS. Using these implementations, we first
test the ability of the models to account for optimal deci-
sion-making, then their ability to account for individual
participant decision-making. Finally, we use the inferred
parameter values of the models to begin to characterize
optimal decision-making, human decision-making, and
the relationship between the two.

We evaluate the ability of the models to produce both
human and optimal decisions by calculating their posterior
predictive average agreement with the optimal decision
data. Posterior prediction is a standard Bayesian approach
to assessing how well a model describes data, widely used
in statistics (Gelman, Carlin, Stern, & Rubin, 2004; Berna-
do & Smith, 2000; Congdon, 2006), and being adopted in
cognitive science (Shiffrin, Lee, Kim, & Wagenmakers,
2008). It takes the behavior that a model predicts at all pos-
sible parameter settings of the model, and weights those
predictions by the posterior probability of each parameter
setting. This produces a posterior predictive distribution
over the data space, which can be compared to the data
actually observed. An important property of posterior pre-
dictive methods is that they automatically balance good-
ness-of-fit with model complexity in their evaluation. This
is because complicated models are ones that can produce
a wide range of behavior—and so fine-tune parameters to
fit whatever is observed—but posterior prediction consid-
ers every possible model behavior in its overall evaluation.
Intuitively, posterior predictions characterize the average,
rather than the best-case, behavior of the model, and this
averaging controls model complexity.?

5.1. How close to optimal are the models?

The posterior predicted average agreement between all
five heuristics and optimal decisions is shown in Fig. 4,
for all six bandit problem conditions. It is clear WSLS
model is not able to capture optimal decision-making very
well in any condition, but that the e-greedy, e-decreasing
and =n-first models are able to do much better. It is also
clear and that our new t-switch model is able to make opti-
mal decisions most often. This ordering of the models in
terms of their optimality holds for all six of the bandit
problem conditions, although the absolute level of agree-

2 1t is worth noting that computationally simpler methods for model
evaluation, like the Akaike Information Criterion (AIC) and Bayesian
Information Criterion (BIC), would be inappropriate for comparing our
models, because they equate model complexity with a parameter count
(Pitt, Myung, & Zhang, 2002). Many of our heuristics have the same
number of parameters, but differ in complexity in the way those
parameters interact with each other to control decision-making. The
AIC and BIC would not detect these difference, but posterior predictive
methods do.

ment generally changes systematically. In particular, agree-
ment improves for the 16-trial problems, and is better for
plentiful and scarce environments than for neutral
environments.

5.2. Modeling human performance

Fig. 5 examines the ability of the models to account for
human decision-making, showing the posterior predictive
average agreement of each model to each individual partic-
ipant. Participants are shown as bars against each of the
models. We conduct analysis at the level of individual par-
ticipants to allow for the possibility of individual differ-
ences. This intuition seems to be borne out. For the first
8 of the 10 participants (shown in darker blue), the t-switch
models provides the greatest level of agreement. For the
last 2 of the 10 participants (shown in lighter yellow), this
result is not observed, but it is clear that none of the models
is able to model these participants well. One possibility is
that these participants may have changed decision-making
strategies during completing the 50 problems, and this pre-
vents any single model from providing a good account of
their performance.

Overall, however, our results show that, for the large
majority of participants well described by any model, the
t-switch model is the best. In fact, Fig. 5 suggests that
the ability of the model to model human decision-making
follows the same ordering as their ability to mimic optimal
decision-making. WSLS is the worst, followed by the three
reinforcement learning models, which are approximately
the same, and then slightly improved by the new t-first
model.

5.3. Characterization of optimal decision-making

We applied the models to optimal decision process data,
and inferred posterior distributions over the model param-
eters. Table 1 shows the expected value of the inferred pos-
terior distribution for the key parameter in each model.
These parameter values constitute single numbers that
characterize optimal decision-making within the con-
straints of the decision-making processes assumed by each
model. They are shown for each of the plentiful, neutral
and scarce environments for both 8- and 16-trials
problems.

For WSLS, the parameter values shown in Table 1 cor-
respond to the optimal rate at which a decision-maker
should stay if they are rewarded, and shift if they are
not. The patterns across environments and trial sizes are
intuitively sensible, being higher in more plentiful environ-
ments and for shorter trial sizes.

For e-greedy probability of choosing the most rewarding
alternative is high, and very similar for all environments
and trial sizes. For e-decreasing, the starting probability
of random exploration ¢,, which decreases as trials pro-
gress, is higher for more rewarding environments, and also
for problems with more trials.
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Table 1

Expected posterior values for the key parameter in each model, based on
inferences from optimal decision-making, for plentiful, neutral and scarce
environments, and 8- and 16-trials problems.

Plentiful Neutral Scarce
Heuristic 8 16 8 16 8 16
WSLS (y) 0.87 0.85 0.85 0.78 0.72 0.65
Greedy (¢) 0.91 0.93 0.95 0.95 0.94 0.93
Decreasing (e) 0.62 0.76 0.57 0.75 0.56 0.63
First (n) 1.0 1.0 1.0 1.0 1.0 1.0
Switch (1) 5.1 7.0 4.1 5.0 2.0 2.0

The =-first parameter is the trial at which the switch
from random exploration, to choosing the most rewarding
alternative, takes place. This is always the first trial in
Table 1, which is essentially a degenerate result. We inter-
pret this as suggesting not that the notion of an exploration
followed by an exploitation stage is ineffective, but rather

that making initial random decisions in a problem with
few trials is so sub-optimal that it needs to be minimized.

Finally, the results for the z-switch model detail the opti-
mal trial to switch from exploring to exploiting. This opti-
mal switching trial becomes earlier in a problem as the
environment becomes less rewarding, which makes sense.
More plentiful environments should be searched more
thoroughly for high-yielding alternatives. The number of
searching trials generally extends moving from 8- to 16-tri-
als problems, but not by much. This also makes sense, since
in the fixed environments we consider, longer sequences of
exploitation will give many rewards, as long as sufficient
exploratory search has been conducted.

5.4. Characterization of human decision-making

The analysis in Fig. 4 shows the t-switch model can clo-
sely emulate optimal decision-making for bandit problems,



172 M.D. Lee et al. | Cognitive Systems Research 12 (2011) 164—-174

SZ

-

=N WSO N®OOo
-
SN WSO N©OOo

my

-

=N WHOOoON©OOoO
-

=N WH OO N®OOo

\

PNS PNS

€g

-

PNS PNS PNS PNS
st bm

Switch Trial
(-]
o =

N

b5t

=N WH OO N®OOoO
SN WD OO N©OOoO

-

SN WD OO N®OOoO

-

=N WH OO N®OOoO

-9 mamu N

PNS PNS PNS PNS

PNS PNS PNS PNS

Bandit Problem

Fig. 6. Relationship between the optimal switching point under the t-first heuristic in (larger, ligher, and green markers) and inferred switch-points for
eight subjects (smaller, darker, and black markers). Comparisons are shown for P = plentiful, N = neutral and S = scarce environments, and 8-trial (circle,
left) and 16-trial (square, right) environments. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version

of this article.)

and the analysis in Fig. 5 shows it can also describe most
participants’ behavior well. Taken together, these results
let us use the t-switch model to address our motivating goal
of comparing people’s decisions to optimal decisions in
psychologically meaningful ways. The key psychological
parameters of a model like 7-switch provide a measure that
relates people to optimality.

Fig. 6 gives a concrete example of this approach. Each
panel corresponds to one of the eight participants from
Fig. 5 who were well modeled by the t-switch heuristic.
Within each panel, the large lighter green curves show
the switch trial (i.e., the expected posterior value of the
parameter 7) inferred from optimal decision-making. These
optimal parameter values are shown for each of the plenti-
ful, neutral and scarce environments, for both 8- and 16-tri-
als problems. Overlayed in each panel, using smaller darker
black curves, are the patterns of change in this parameter
for the individual participants.

The commensurability of the switch-point parameter
between people and optimality, and its ease of interpreta-
tion, allow for quick and insightful analyses of each par-
ticipant’s performance. For example, participants like
MM and EG are choosing near optimally, especially in
the 8-trial problems, and are sensitive to the reward rates
of the environments, with appropriately larger numbers of
trials devoted to exploration for the 16-trial problems.
Their deviations from optimality seem more a matter of
‘fine tuning’ exactly how early or late they switch away
from exploratory search behavior. Participants SZ and
MZ, in contrast, are reacting to the changes in environ-
ment in qualitatively inappropriate ways. Participants
MY, PH, and BM seem to perform better on the 8- than
the 16-trials problems, and do not seem to be adjusting to

the different environments in the 16-trial case. But MY is
switching at roughly the optimal trial on average, while
PH is switching too early, and BM is too early for the
shorter problems and too late for the longer ones. Finally,
participant ST seems to be employing a ‘degenerate’ ver-
sion of the t-switch heuristic that involves no initial
search, but simply chooses the highest success rate alter-
native throughout the problem.

This analysis is intended to give an example of a basic
approach, in which a model, like t-switch, that is able to
mimic optimal behavior well, and describe many people’s
behavior well, can then be used to understand how people
are meeting or falling short of the demands of optimality.
The variety of mismatches in Fig. 6 suggests that people
are not optimal, and deviate in potentially many compli-
cated ways. The key point is that using heuristics that
can behave like people and optimal decision-makers pro-
vides an approach for building an understanding of the
variety of behavior.

Potentially, of course, the other heuristics could also
provide alternative characterizations with some level of jus-
tification. And there may be more that could be learned by
jointly examining the accuracy of execution parameter for
the t-switch heuristic together with the key trial switch
parameter. What the sketched analysis does provide a con-
crete illustration of the way human and optimal perfor-
mance can be characterized by parametric variation using
our new model.

6. Discussion

One finding from our results is that the t-switch model is
a useful addition to current models of finite-horizon two-
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arm bandit problem decision-making. Across the three
environments and two trial sizes we studied, it consistently
proved better able to approximate optimal decision-mak-
ing than classic rivals from the statistics and machine learn-
ing literatures. It also provided a good account of human
decision-making, for the majority of the participants in
our study. To this end, the model comparisons we have
done have theoretical implications for understanding the
nature and limitations of human decision-making. Most
obviously, it is clear heuristics that include some sort of
memory outperformed the one that did not. But, it would
be interesting to ask a harder theoretical question about
the nature of memory, and compare heuristics that did or
did not, for example, give greater weight to more recent
information. Similarly, a potential theoretical implication
of the success of the 7-switch model is that people may
use something like latent states to control their search
behavior, and manage the exploration versus exploitation
tradeoff. We think these sorts of models deserve as much
attention as those, like e-greedy, based more directly on
reinforcement learning.

There are a number of potential extensions to the types
of models we have considered. We noted in identifying two
outlier participants that some sort of strategy shift might
have been responsible for their incompatibility with the
current models, which assume the same decision process
is applied throughout. The latent state approach provides
a natural means of allowing for such shifts. More generally,
our models do not tackle the central issue of internal adap-
tation, learning or self-regulation in sequential decision-
making. Their behavior is driven by the application of sim-
ple pre-determined rules to a changing environment. It
seems likely that a more complete account of how people
solve bandit problems would include the possibility of tun-
ing existing strategies, or learning new ones. A good con-
crete issue to start the extension to learning might be
developing a theory of how parameters for current models
change systematically across different task environments.
Our results show, for example, that t-switch uses different
switch-points in plentiful, neutral and scarce environments,
but does not say how those points are determined. A more
complete psychological account should model, rather than
measure, these adaptations.

On a different front, one potential practical application
of the t-switch model is to any real-world problem, where
a short series of decisions have to made be made with lim-
ited feedback, and with limited computational resources.
The t-switch model is extremely simple to implement and
fast to compute, and may be a useful surrogate for the opti-
mal recursive decision process in some niche applications.
A second, quite different, potential practical application,
relates to training. The ability to interpret optimal and
human decision-making using one or two psychologically
meaningful parameters could help instruction in training
people to make better decisions. It would be an interesting
topic of future research to take the sorts of analysis accom-
panying Fig. 6, for example, and see whether feedback

along these lines could improve their decision-making on
future bandit problems.

More generally, we think our results illustrate a useful
general approach to studying decision-making using simple
heuristic cognitive models. Three basic challenges in study-
ing any real-world decision-making problem are to charac-
terize how people solve the problem, characterize the
optimal approach to solving the problem, and then charac-
terize the relationship between the human and optimal
approach. Our results show how the use of simple heuristic
models, using psychologically interpretable decision pro-
cesses, and based on psychologically interpretable parame-
ters, can aid in all three of these challenges.

While our specific results are for small-horizon two-
alternative bandit problems, and involve a small set of
models, we think our basic approach has much more gen-
eral applicability. Heuristic models can be assessed in terms
of their ability to model human or optimal decision-mak-
ing, and their inferred parameter values can be used to
understand and compare how those decisions are made.
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