
Syllable-based Bayesian inference: A (more) plausible model of word segmentation 

Because knowledge of words plays a crucial role in acquisition and children seem to accomplish word 
segmentation very early (~7.5 months (Jusczyk et al., 1999; Echols et al., 1997; Jusczyk et al., 1993a)), 
many models have been proposed for how children learn to identify words in their native language. Most 
models of word segmentation have assumed that the learner has already discovered their language’s 
phonemic inventory at the age that they begin tackling this problem (e.g., Goldwater, Griffiths, Johnson 
2009 (GGJ 2009); Brent & Siskind, 1999; Pearl, Goldwater & Steyvers, 2011 (PGS 2011)). However, 
experimental evidence suggests that infants do not yet possess a full grasp of their language’s phonemic 
inventory this early on (Jusczyk et al., 1993b; Jusczyk et al., 1994). Instead, syllables seem to be stronger 
representational units for infants (Jusczyk & Derrah, 1987; Eimas, 1999). We modify existing, highly 
successful, phoneme-based statistical models of word segmentation that use Bayesian inference (GGJ 
2009; PGS 2011) to operate over syllables and so create a more psychologically faithful model of word 
segmentation.  In doing so, we demonstrate the robustness of a Bayesian approach, and additionally find 
support for the utility of processing constraints on language acquisition. 

We test our syllable-based models using child-directed speech (Pearl-Brent corpus, CHILDES: 
MacWhinney, 2000).  We compare the results of our ideal learners, which have no processing constraints, 
to constrained learners that segment utterances as they are encountered and sometimes perform non-
optimal statistical inference. Additionally, we compare modeled learners that assume words are produced 
independent of all other words (a unigram assumption (GGJ, 2009)) with modeled learner that assume a 
word depends on the word that occurred directly before it (a bigram assumption (GGJ, 2009)). 

We show that syllable-based models perform comparably with previous phoneme-based models of word 
segmentation (as shown in Table 1), suggesting that Bayesian inference-based strategies are still plausible 
for infants. Interestingly, while we do find that an ideal Bayesian learner with perfect, unlimited memory 
resources can succeed at this task, crucially we find results similar to PGS (2011) that constrained 
learners who learn incrementally and with limited memory, as in the case of actual children, outperform 
the ideal learner. Although PGS (2011) found this to be the case only for certain types of learners, here 
we find that the constrained learner outperforms the ideal learner in all cases. This is in line with the 
“Less is More” hypothesis (Newport, 1990), where limited memory resources help, rather than hinder, 
aspects of language acquisition. In the broader picture, this study highlights the benefit of grounding 
computational models with empirical research: not only can we find what strategies are likely to be used 
by children, but we may also discover potential explanations for existing, sometimes puzzling, 
observations about child language acquisition, as with the “Less is More” hypothesis. 

Unigram Models 
 TP TR TF BP BR BF 
Ideal 54.01 32.64 40.69 99 43.96 60.88 
DPM 76.23 57.14 65.31 96.48 62.53 75.88 
DPS 76.86 60.93 67.97 95.19 67.46 78.96 
Bigram Models 
Ideal 73.95 60.17 66.35 96.14 70.96 81.65 
DPM 81.73 71.72 76.4 95.07 78.71 86.12 
DPS 83.8 75.3 79.33 95.16 81.59 87.86 
Comparison Models 
TransProb 53.03 37.57 43.98 90.00 53.14 66.82 



Table 1. Model results are compared on two sets of measures, Word Tokens (T) and Boundaries (B). 
Precision (P) = % of guesses made that were correct. Recall (R) = % of tokens/boundaries correctly 
identified. F-score (F) = average of P & R. Ideal = optimally segments, sees all data at once. DPM = 
optimally segments, but sees data incrementally. DPS = sub-optimally segments and sees data 
incrementally. A syllabic transitional probability learner (from Saffran, Aslin, & Newport (1996)) is 
provided as a baseline. 
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